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Programme Educational Objective
I To train the graduates in theoretical and practical knowledge of Signal processing in the areas like Image, Speech, Biomedical and Optical signals along with relevant VLSI architectures to enable them to take up a professional career.

II To provide training to solve emerging problems relevant to the fields of communication and signal processing.

III Our graduates will engage in life-long learning and professional development through self- study, continuing education or professional and doctoral level studies.

Programme outcome
On completion of the program, the graduates will,

a)
Have a knowledge in processing of various signals like image, speech, biomedical and optical and to apply in real time applications.

b)
Have the capability to undertake research projects in the related domains of signal processing to the needs of the society.

c)
Be able to use industry standard tools for the design, analysis and implementation of signal processing systems.

d)
Be able to communicate effectively and work as a team in carrying out projects in related industries.

SEMESTER 1 (Credits 23)
	Exam

Slot
	Course No:
	Name
	L- T - P
	Internal

Marks
	End Semester Exam
	Credits

	
	
	
	
	
	Marks
	Duration

(hrs)
	

	A
	02 EC 6411
	Random Signal

Processing
	3-1-0
	40
	60
	3
	4

	B
	02 EC 6421
	Advanced digital system

design
	3-1-0
	40
	60
	3
	4

	C
	02 EC 6431
	Digital communication
	3-0-0
	40
	60
	3
	3

	D
	02 EC 6441
	Digital Filters
	3-1-0
	40
	60
	3
	4

	E
	02 EC 6451
	Elective I
	3-0-0
	40
	60
	3
	3

	
	02 EC 6001
	Research Methodology
	1-1-0
	100
	0
	0
	2

	
	02 EC 6461
	Seminar
	-
	100
	0
	0
	2

	
	02 EC 6471
	Signal Processing Lab
	0-0-2
	100
	0
	0
	1


L-Lecture       T-Tutorial        P-Practical

ELECTIVE I
02 EC 6451.1    Speech processing

02 EC 6451.2    Biomedical signal Processing

02 EC 6451.3    Multirate signal Processing

02 EC 6451.4    Digital Control Systems

Note: 8 hours/week is meant for departmental assistance by students.

SEMESTER 2 (Credits 19)
	Exam

Slot
	Course No:
	Name
	L- T - P
	Internal

Marks
	End Semester Exam
	Credits

	
	
	
	
	
	Marks
	Duration

(hrs)
	

	A
	02 EC 6412
	Signal Compression
	3-1-0
	40
	60
	3
	4

	B
	02 EC 6422
	Adaptive Signal

Processing
	3-0-0
	40
	60
	3
	3

	C
	02 EC 6432
	VLSI Architectures for

DSP
	3-0-0
	40
	60
	3
	3

	D
	02 EC 6442
	Elective II
	3-0-0
	40
	60
	3
	3

	E
	02 EC 6452
	Elective III
	3-0-0
	40
	60
	3
	3

	
	02 EC 6462
	Mini Project
	0-0-4
	100
	0
	0
	2

	
	02 EC 6472
	Signal processing Lab
	0-0-2
	100
	0
	0
	1


L-Lecture          T-Tutorial         P-Practical

ELECTIVES
02 EC 6442.1    Array Signal Processing

02 EC 6442.2    Wavelet Transforms

02 EC 6442.3    Artificial Neural networks

02 EC 6442.4    Pattern Recognition

02 EC 6452.1    Wireless Communication

02 EC 6452.2    Estimation Theory

02 EC 6452.3    Information Theory and Coding

02 EC 6452.4    Advanced Microprocessor Architecture

Note: 8 hours / week is meant for departmental assistance by students.

SEMESTER 3 (Credits 14)
	Exam

Slot
	Course No:
	Name
	L- T - P
	Internal

Marks
	End Semester Exam
	Credits

	
	
	
	
	
	Marks
	Duration

(hrs)
	

	A 1/4


	02 EC 7411
	Elective IV
	3-0-0
	40
	60
	3
	3

	B 1/4
	02 EC 7421
	Elective V
	3-0-0
	40
	60
	3
	3

	T (1/1)
	02 EC 7431
	Seminar 
	0-0-2
	100
	0
	0
	2

	U(1/1)
	02 EC 7441
	Project (Phase I)
	0-0-12
	50
	0
	0
	6


L-Lecture          T-Tutorial         P-Practical

ELECTIVES
02 EC 7411.1    Optical Signal Processing

02 EC 7411.2    Digital Signal Processors

02 EC 7411.3   FPGA Implementation of DSP Architectures

02 EC 7411.4    Polynomial Signal and Image Processing

02 EC 7421.1    Multidimensional Signal Processing

02 EC 7421.2    Python for signal and image processing

02 EC 7421.3    Digital Image Processing

02 EC 7421.4    Information Hiding and Data

Encryption

Note: 8 hours/week is meant for departmental assistance by students.

SEMESTER 4 (Credits 12)
	Exam

Slot
	Course code
	Name
	L- T - P
	Internal

Marks
	End Semester

Exam
	Credits

	
	
	
	
	
	Marks
	Duration

(hrs)
	

	
	02 EC 7412
	Main Project Phase II
	0-0-21
	70
	30
	0
	12


L-Lecture          T-Tutorial         P-Practical

Note: 8 hours/week is meant for departmental assistance by students.

Total credits for all semesters: 68
SEMESTER 1
	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6411
	RANDOM SIGNAL
PROCESSING
	3-1-0-4
	2015

	Course Objectives
  To gain a complete understanding of correlation matrix and its use in signal modeling.

  To understand the optimum and spectral methods for estimating the original signal.

	Syllabus
Probability and random variables. Stochastic   processes and stationarity. Second order statistics. Autocorrelation matrix. Response of LTI systems to staionary stochastic signals. Signal modeling based on autocorrelation matrix. Optimum filtering and spectrum estimation

	Course Outcome
  By studying the first two modules, the student should get a thorough understanding of the correlation matrix and its convenient use in representing large and unmanageable chunks of data.

  This knowledge should be utilized in modeling the signal using both deterministic and stochastic models in the third module.

  When the signal model is transmitted or stored, it is needed to recover the original signal

at the receiver. The student learns to estimate the signal by optimum filtering methods in the fourth module.

  Or else, its spectrum is estimated by the methods the student learns in the fifth module.

	References
1. S Unnikrishna Pillai Athanasios Papoulis. Probability, random variables and stochastic processes.

Mc Graw Hill, NewYork, 2002.

2. Monson H Hayes. Statistical Digital Signal Processing and Modeling. John Wiley, Singapore,

2003

	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Review of probability.
The three definitions of probability and the significance of axiomatic definition. Bayes theorem and conditional probability. Review of discrete random variables. The cumulative distribution and density functions for discrete random variables. Entropy and conditional entropy of random variable
	8
	15
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	II
	Review of random processes.

Stationarity and ergodicity. WSS and SSS processes. The central   limit   theorem.   Discrete   Gaussian,Rayleigh   and Ricean processes
	8
	15

	FIRST INTERNAL EXAM

	III
	The autocorrelation matrix and its significance
Statistical aver-ages of discrete stationary stochastic processes. Mean and autocorrelation and power spectral density functions. Filtering of discrete WSS process by LTI systems. The autocorrelation matrix and the significance of its eigen vectors. Properties of autocorrelation matrix, its inversion and Levinson-Durbin Recursion
	10
	15

	IV
	Signal Modeling
Deterministic and Stochastic. The least square method     of signal modeling. The Pad´e approximation. Prony’s method. Stochastic models AR, MA and ARMA  models. Parametric methods–   AR,   MA   and   ARMA   spectrum   estimation methods
	10
	15

	SECOND INTERNAL EXAM

	V
	Optimum Filtering.

FIR Wiener filter. Wiener-Hopf equation. Practical applications in signal prediction, noise cancellation etc. Discrete Kalman filter for nonstationary process
	10
	20

	VI
	Spectrum Estimation
Nonparametric spectrum estimation methods– The periodogram method and the minimum variance method. Parametric methods, AR, MA and ARMA methods
	10
	20

	END SEMESTER EXAM


Page 9
	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6421
	ADVANCED DIGITAL
SYSTEM DESIGN
	3-1-0-4
	2015

	Course Objectives
  To gain the understanding of digital systems, specifically for the hardware implementation of

DSP algorithms.

  To understand the power minimization and timing issues in digital system design.

.

	Syllabus
LSI circuits and their applications. Sequential Circuit Design. Asynchronous sequential circuits. Designing with Programmable Logic Devices. Designing with Programmable Logic Devices. Designing with Complex PLDs. Timing issues in Digital system design

	Course Outcome

The student gains the understanding of the design of combinational LSI circuits, which are inherently faster, are studied.

    The students  understands the design of synchronous Sequential circuits, with memory.

    The design of asynchronous Sequential circuits, with memory is accomplished.


The student understands the space efficient implementation of combinational and sequential circuits using PLA and PLDs.

    Timing issue like skew, jitter in the implementation of PLD and PLA are understood

	References
1.    Milos D Ercegovac and Tomas Lang. Digital systems and hardware / firmware algorithm.

Wiley, 1985.

2.    Donald D Givone. Digital Principles and Design. Mc-Graw Hill Higher Education.

3.    Jan M Rabaey, A Chandrakasan, and B Nikolic. Digital Integrated Circuits- A Design

Perspective. Pearson, 2 edition.

4.    Charles H Roth. Fundamentals of Logic Design. Thomson Publishers
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	LSI circuits and their applications
Arithmetic circuits, comparators, Multiplexers, Code Converters,  XOR  and  AOI  Gates,  Wired  Logic,  Bus oriented structures, Tristate bus systems, Propagation Delay.
	10
	15

	II
	Sequential Circuit Design.

Clocked Synchronous State Machine Analysis, Mealy and Moore machines, Finite State Machine design procedure derive state diagrams, obtain state tables, state reduction methods, state assignments, Incompletely specified state machine, Implementing the states of FSM
	10
	15

	FIRST INTERNAL EXAM

	III
	Asynchronous sequential circuits
Derivation of excitation table, Race conditions and cycles, Static and dynamic hazards, Methods for avoiding races and hazards, essential hazards, Designing with SM charts State machine charts, Derivation of SM charts, and Realization of SM charts.
	10
	15

	IV
	Designing with Programmable Logic Devices
Read OnlyMemories, Programmable Array Logic PALs, Programmable Logic Arrays PLAs PLA minimization and PLA folding
	8
	15
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	SECOND INTERNAL EXAM

	V
	Designing with Complex PLDs
Design of combinational and sequential circuits using PLDs. XILINX FPGAs Configurable Logic Block(CLB), Input/ Output Block (IOB),Programmable Interconnection Points(PIP),XILINX CPLDs
	10
	20

	VI
	Timing issues in Digital system design
Timing classification –  synchronous timing basics skew and jitter– latch based clocking- self timed circuit design - self timed logic, completion signal generation, self-timed signaling synchronizers and arbiters
	8
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6431
	DIGITAL
COMMUNICATION
	3-0-0-3
	2015

	Course Objectives
  To gain the understanding of digital communication system starting from source coding, modulation, the effects in the channel and reception.

   To understand the special aspects of wireless communication.

	Syllabus
Source Coding. Source coding theorems. Entropy Information. Transmission Codes. Baseband Communication  over  AWGN.  Channel  Equalization.  Digital  Modulation  and  Demodulation. Channel Capacity and Error Control Coding.

	Course Outcome

Student gets familiarized with many signal processing applications in digital and wireless communication.


Student learns how analog communication signals are converted to symbols using source coding methods as detailed in the first module. The vector representation of signals is also included.

The symbols are transmitted with the help of transmission codes.


The student learns the baseband transmission over AWGN channel is detailed in the second module. The effect of noise and ISI are studied. The baseband receivers such as correlation receiver and matched filter are learned.

	References
1.    John G Proakis. Digital Communications. Mc Graw Hill, New York, 2001.

2.    John C Bellamy. Digital Telephony. Wiley, New York, 3 edition, 2000
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Source Coding
Fundamentals of source coding. Concepts of entropy and Information. Source coding theorems I and II. Kraft inequality. Gram-Schmitt orthogonalization. Signal space representation.
	5
	15

	II
	Transmission Codes
Coding of speech signals. A- Law and μ-Law companding. μ−255 coder for speech signal. Digital multiplexing. T1 transmission system. Transmission codes AMI, Binary zero substitution codes, partial response signaling
	7
	15

	FIRST INTERNAL EXAM

	III
	Baseband Communication over AWG
Characterization of communication signals and systems. Scalar and vector communication over memory less channels. Probability of error over AWGN channel. Optimum waveform receiver in additive white gaussian noise (AWGN) channels. Matched filter and correlation receivers..
	7
	15

	IV
	Channel Equalization
Effect  of  intersymbol  interference.  Nyquist  criterion  for zero ISI. Equalization. Design of zero forcing equalizer and decision feedback equalizer,
	7
	15

	SECOND INTERNAL EXAM

	V
	Digital Modulation and Demodulation
Carrier systems- Shift keying methods- BPSK and QPSK- Signal  modeling.  Signal  constellation  and  probability  of error  versus  signal  to  noise  ratio.  BPSK  and  QPSK receivers. M-ary PSK Mathematical model and probability of error, transmitter and receiver. QAM transmitter and receiver- signal constellation and probability of error.
	8
	20

	VI
	Channel Capacity and Error Control Coding
Conditional entropy and channel capacity. Channel capacity theorem.  Capacity of AWGN  channel.  Binary symmetry channel. Channel matrix. Error control coding. Block codes, Repetition codes, cyclic codes. Convolutional coding, Optimum decoding - Viterbi algorithm.
	8
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6441
	DIGITAL FILTERS
	3-1-0-4
	2015

	Course Objectives
  To understand the theory of FIR and IIR filters.

  To learn the design methodology of both types of filters.

  To understand the issues in the practical implementation of these filters

	Syllabus
Non-recursive filters, Design of FIR filters. window methods and optimization methods. Recursive

IIR filters using analog approximation methods. Optimization methods for IIR filters. Realization of FIR and IIR filters.

	Course Outcome
 Students understand the finite impulse response filter, with linear phase when they learn the first module. The design based on windows is understood.

 Students familiarize the optimization algorithms to design FIR filters.

 Practical implementations of both FIR and IIR filters are learned in module 5 and 6.

 This paper lays the foundations for the paper VLSI Architectures for DSP.

	References
1. Andreas Antoniou. Digital Filters- Analysis, Design and Applications. Tata Mc Graw Hill, New Delhi.

2. L R Rabiner B Gold. Theory and Applications of Digital Signal Processing. Prentice Hall,

1975.

3. John G Proakis and Dimitris A Manolakis. Digital Signal Processing. PHI, New Delhi, 5 edition, 1998.

4. Alan V Oppenheim and Ronald W Schafer. Discrete Time Signal Processing. PHI, NewDelhi,5edition,1998.

	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Non-recursive filters.

Linear phase FIR filters. Frequency response and Pole, zero locations. Design of FIR filters by window method. Window functions. Differentiator and Hilbert transformer. properties of different window functions. Kaiser window. Frequency sampling design
	10
	15
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	II
	FIR filters by optimization methods
Alternation    theorem,    Remez    exchange    algorithm. Maximal ripple FIR design. equiripple FIR design
	10
	15

	FIRST INTERNAL EXAM

	III
	IIR filters from Analog Approximations
Butterworth and Chebyshev (Type I and Type II), Bessel polynomials and corresponding analog filters. Pole-zero plots. Digital filters from analog filters. Impulse invariant transformation and bilinear transformation.
	10
	15

	IV
	Optimization methods for IIR filters
Newton method of optimization. Quasi newton method.
	10
	15

	SECOND INTERNAL EXAM

	V
	Realization of FIR Filters
FIR filter structures- direct, cascade, frequency sampling and lattice structures.
	8
	20

	VI
	Realization of IIR Filters.

IIR filter structures.cascade and parallel forms. The effects of finite register length in digital filters. Limit cycle oscillations
	8
	20


END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6451.1
	SPEECH SIGNAL
PROCESSING
	3-0-0-3
	2015

	Course Objectives
  To Familiarize the basic speech production mechanism

  To Learn the transform domain approach and speech analysis

  To Get an overall picture about various applications of speech, such as speech enhancement, speaker recognition, text to speech and speech to text conversion etc..

	Syllabus
Speech Production;  Basic speech units and their classiﬁcation;  Speech  Analysis: Time  domain analysis, Frequency domain analysis; Parametric Representation of Speech; Speech Coding;  Speech Enhancement; Speech Recognition;  Speaker Veriﬁcation and Speaker Identiﬁcation Systems; Issues of Voice transmission over Internet.

	Course Outcome
  The students will be able to understand basic concepts of speech production mechanism and analysis of speech

  The students will have the ability of speech coding after the completion of the course.

	References
1.    Douglas O’Shaughnessy. Speech Communications: Human and Machine. IEEE Press, 2 edition,

1999.

2.    Thomas F Quatieri. Discrete-Time Speech Signal Process- ing: Principles and Practice. Prentice

Hall, 1 edition

3.    Rabiner and Schafer. Digital Processing of Speech Signals. Prentice Hall, 2 edition, 1978
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Speech Production:
Acoustic theory of speech production-Excitation, Vocal tract model for speech analysis, Formant structure, Pitch. Articulatory Phonetic -Articulation, Voicing, Articulatory model. Acoustic Phonetics- Spectrograms, Basic speech units and their classiﬁcation, Prosody...
	8
	15

	II
	Speech Analysis:

Short- Time Speech Analysis: Wideband and Narrowband Spectrograms, Time domain analysis- Short time energy, short time zero crossing Rate, ACF. Frequency domain analysis- Filter Banks, STFT, Formant Estimation and Analysis, Cepstral Analysis
	8
	15

	FIRST INTERNAL EXAM

	III
	Parametric Representation of Speech :

LPC Analysis- LPC model, Auto correlation method, Covariance method, Levinson- Durbin Algorithm, Lattice form,  LSF,  LAR,  MFCC,  Sinusoidal  Model,  GMM, HMM..
	6
	15

	IV
	Speech Coding:

Phase Vocoder, LPC, Sub- band coding, Adaptive Transform  Coding,  Harmonic  Coding,  Vector Quantization based Coders, CELP.
	6
	15

	SECOND INTERNAL EXAM

	V
	Speech Enhancement:

Speech Enhancement Techniques, Wiener Filtering, Enhancement based on Auditory Masking . Speech Synthesis : Principles, Methods.
	7
	20

	VI
	Speech Recognition:
Fundamentals  of  Speech  recognition,  Speech segmentation. Speaker Recognition Systems: Speaker Veriﬁcation  and  Speaker  Identiﬁcation  Systems  , Language Identiﬁcation, Issues of Voice transmission over Internet.
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6451.2
	BIOMEDICAL SIGNAL
PROCESSING
	3-0-0-3
	2015

	Course Objectives
The objectives of this course are to understand:

  Biomedical signals and their acquisition

  What are the techniques commonly available for biomedical signal processing
  Fundamentals of digital signal processing which deals on problems with biomedical signals.

	Syllabus
Introduction to Biomedical signals, Concurrent, coupled and correlated processes, Cardio vascular applications, ECG Data reduction techniques, Neurological Applications, Model based specral analysis.

	Course Outcome
Students should be able to :

  understand ,analyze and develop new signal processing problems and algorithms

  develop brain computer interface systems
  develop the skill to further explore the advanced topics of Biomedical signal processing

	References
1. Biomedical Signal Processing: Principles and techniques, D.C.Reddy, Tata McGraw Hill, New

Delhi, 2005

2. Biomedical Signal Analysis, Rangayyan, Wiley 2002.

3. Bioelectrical Signal Processing in Cardiac & Neurological Applications, Sörnmo, Elsevier

4. Biomedical Signal Processing & Signal Modeling, Bruce, Wiley, 2001

5.  Bioelectrical Signal Processing in Cardiac & Neurological Applications, Sörnmo, Elsevier

6.  Biomedical Signal Analysis, Rangayyan, Wiley 2002.

7.  Introduction to Biomedical Engineering, 2/e, Enderle, Elsevier, 2005

	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction to Biomedical Signals
Nature of biomedical signals. Classification of biomedical signals by source. Origin of bio potentials, Examples   of Biomedical signals - ECG,PCG, EEG, EMG,ENG,VMG, VAG, Carotid pulse, atrial electrogram; ECG-PCG relationship.

Fourier Transform and Wavelet   Transform of biomedical signals; Properties and effects of noise in biomedical instruments
	8
	15
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	II
	Concurrent, coupled and correlated processes
Illustration with case studies: ECG & PCG, PCG & carotid

pulse; Filtering to remove artifacts-Time domain filters, Frequency domain filters; Optimal filtering- wiener filter; Adaptive  filter  –  Adaptive  noise  canceller,  Least  mean square filter, recursive least square filter;

Homomorphic filtering; Removal of artifacts of one signal embedded in another -Maternal-Fetal ECG - Muscle- contraction interference
	8
	15

	FIRST INTERNAL EXAM

	III
	Cardio vascular applications :
Electrical  Activity  of  the  heart-  ECG  data  acquisition  –

ECG parameters & their estimation: QRS complex, P wave, T wave, R-R interval, ST segment

Use of multiscale analysis for ECG parameters estimation

;Removal  of  Noise  &  Artifacts  in     ECG  -  Baseline

Wandering, Power line interference, Muscle noise filtering

- Arrhythmia analysis

.
	6
	15

	IV
	ECG Data reduction techniques:

Data  Compression:  Types  of  data  redundancy  in  ECG; Lossy compression Direct methods-AZTEC, TP,CORTES

algorithm;    Lossy  Transform  based  compression  –  KLT

(PCA)

Heart Rate Variability – Time Domain measures , Heart

Rhythm representations ; Spectral analysis of heart rate variability –direct estimation ,spectrum of counts, Lombs periodogram ; interaction with other physiological signals.
	7
	15

	SECOND INTERNAL EXAM

	V
	Neurological Applications:
EEG applications- Epilepsy, sleep disorders, brain computer

interface; Modeling EEG- linear, stochastic models , Non linear  modeling  of  EEG  ;  Artifacts  in  EEG  &  their

characteristics    and    processing    –    Linearly   combined

reference signals, filtered reference signals

Non  parametric  spectral  analysis-  fourier  based,  spectral parameters  ;  Independent component  Analysis  - Cocktail

party problem applied to EEG signals
	7
	20

	VI
	Model based specral analysis:
Autocorrelation/covariance,       Burgs       method;       EEG

segmentation-    periodogram,    whitening    approach;Joint

Time-Frequency analysis – STFT, Ambiguity function, Wigner- ville distribution, cohens class; correlation analysis of EEG channels , coherence analysis of EEG channels.
	6
	20
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	II
	Filters in Multirate Systems
Spectral Characteristics of Decimators and Interpolators, Filter Specifications for Decimators and Interpolators. Computation  of  Aliasing  Characteristics,  Sampling  Rate

Alteration of Band pass Signals, FIR Filters for Sampling

Rate Conversion. Direct Implementation Structures for FIR Decimators and Interpolators, Poly-phase Implementation of

Decimators  and  Interpolators,  Memory  Saving  Structures

for    FIR    Poly-phase    Decimators    and    Interpolators, Computational Efficiency of FIR Decimators and Interpolators
	7
	15

	FIRST INTERNAL EXAM

	III
	IIR Filters in Multirate Systems
IIR    Filters    for    Sampling    Rate    Conversion:    Direct

Implementation  Structures for  IIR  Filters  for  Decimation and  Interpolation.  Computational  Requirements  for  IIR

Decimators and Interpolators. IIR Filter Structures Based on

Polyphase Decomposition.,
	6
	15

	IV
	Sampling Rate Conversion by a Fractional Factor: Sampling Rate Conversion by a Rational Factor, Spectrum of  the  Resampled  Signal.  Polyphase  Implementation  of Fractional  Sampling  Rate  Converters  Rational  Sampling Rate Alteration with Large Conversion Factors Sampling Rate Alteration by an Arbitrary Factor, Fractional- Delay Filters
	7
	15

	SECOND INTERNAL EXAM

	V
	Lth-Band FIR Digital Filters:
Lth-  Band  Linear  Phase  FIR  Filters:  Definitions  and

Properties,   Polyphase Implementation of FIR Lth-Band Filters Separable Linear-Phase Lth-Band FIR Filters Minimum-Phase and Maximum-Phase Transfer Functions, Halfband FIR Filters
	6
	20

	VI
	Complementary FIR Filter Pairs:
Definitions    of    Complementary    Digital    Filter    Pairs.

Constructing High pass FIR Filters, Analysis and Synthesis

Filter Pairs. FIR Complementary Filter Pairs.
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6451.4
	DIGITAL CONTROL SYSTEMS
	3-0-0:3
	2015

	Course Objectives

This course introduces the fundamental concepts, principles and application of digital control system analysis and design to the postgraduate students.


This course goes deeper into the various aspects of digital control engineering. Each topic is developed in logical progression with up-to-date information.


The topics cover classical control design methods as well as the modern control design techniques

	Syllabus
Introduction to digital control, Modeling discrete-time systems by pulse transfer function, : Time response of discrete systems, Design of sampled data control systems, Deadbeat response design, Discrete state space model, Controllability, observability and stability of discrete state space models, State feedback design, Output feedback design, Introduction to optimal control

	Course Outcome
Course gives a clear idea about the following points.

    Introduction to digital control including sampling and reconstruction.


Modeling of discrete-time systems by pulse transfer function including review of z transform, signal flow graph and stability analysis

    The time response and different design concepts of digital control systems

    Design with respect to deadbeat response and state space modeling.

    Concepts of Controllability, observability and stability in addition to state feedback design.

    The concepts of output feedback design and a brief introduction to optimal control action.

	References
    B. C. Kuo, Digital Control Systems, Oxford University Press, 2/e, Indian Edition, 2007.

    K. Ogata, Discrete Time Control Systems, Prentice Hall, 2/e, 1995.

    M. Gopal, Digital Control and State Variable Methods, Tata Mcgraw Hill, 2/e, 2003.

    G. F. Franklin, J. D. Powell and M. L. Workman, Digital Control of Dynamic Systems,

    Addison Wesley, 1998, Pearson Education, Asia, 3/e, 2000. K. J. Astroms and B.

    Wittenmark, Computer Controlled Systems - Theory and Design, Prentice Hall, 3/e,
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction to digital control:

Introduction, Discrete time system representation, Mathematical modeling of sampling process, Data reconstruction...
	6
	15

	II
	Discrete-time systems by pulse transfer function: Revisiting  Z-transform,  Mapping  of  s-plane  to  z-plane, Pulse  transfer  function,  Pulse  transfer  function  of  closed loop system, Sampled signal flow graph, Stability analysis of  discrete  time  systems,  Jury  stability  test,  Stability analysis using bi-linear transformation
	6
	15

	FIRST INTERNAL EXAM

	III
	Time response of discrete systems:
Transient and steady state responses, Time response parameters of a prototype second order system.Design of sampled data control systems: Root locus method,Controller

design using root locus, Root locus based controller design using MATLAB, Nyquist stability criteria, Bode plot, Lead

compensator design using Bode plot, Lag compensator design using Bode plot, Lag-lead compensator design in frequency domain...
	7
	15

	IV
	Deadbeat response design :

Design of digital control systems with deadbeat response, Practical  issues  with  deadbeat  response  design,  Sampled

data control systems with deadbeat response. Discrete state

space model: Introduction to state variable model, Various canonical forms, Characteristic equation, state transition matrix, Solution to discrete state equation.
	7
	15

	SECOND INTERNAL EXAM

	V
	Controllability, observability and stability of discrete state space models:

Controllability   and   observability,   Stability,   Lyapunov

stability theorem.State feedback design: Pole placement by state feedback, Set point tracking controller, Full order observer, Reduced order observer..
	7
	20

	VI
	Output feedback design:
Output feedback design: Theory, Output feedback design:

Examples,Introduction to optimal control: Basics of optimal control,  Performance  indices,  Linear  Quadratic  Regulator

(LQR) design
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6001
	RESEARCH  METHODOLOGY
	1-1-0: 2
	2015

	Course Objectives
    To formulate a viable research question

    To distinguish probabilistic from deterministic explanations
    To analyze the benefits and drawbacks of different methodologies
    To understand how to prepare and execute a feasible research project

	Syllabus
Introduction to research methodology; Objectives and types of research; Research formulation; Selecting a problem; Literature review; Research design and methods; Development of models and research plan; Data collection and analysis; Data processing and analysis strategies; Report and thesis writing; Presentation; Application of results of research outcome; Commercialization of the work; Ethics; Trade related aspects of Intellectual property rights

	Course Outcome

Students are exposed to the research concepts in terms of identifying the research problem, collecting relevant data pertaining to the problem, to carry out the research and writing research papers/thesis/dissertation.

	References
    C.R Kothari, Research Methodology, Sultan Chand & Sons, New Delhi,1990.

    Panneerselvam, “Research Methodology”, Prentice Hall of India, New Delhi, 2012.
    J.W Bames,” Statistical Analysis for Engineers and Scientists”, McGraw Hill, New York.
    Donald Cooper, “Business Research Methods”, Tata McGraw Hill, New Delhi.
    Leedy P D, "Practical Research: Planning and Design", MacMillan Publishing Co.
    Day R A, "How to Write and Publish a Scientific Paper", Cambridge University Press, 1989.
    Manna, Chakraborti, “Values and Ethics in Business Profession”, Prentice Hall of India, New
Delhi, 2012.

    Sople,”Managing Intellectual Property: The Strategic Imperative”, Prentice Hall of India, New

Delhi, 2012.
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction to Research Methodology
Objectives and types of research: Motivation towards research  -  Research  methods  vs.  Methodology.  Type  of

research: Descriptive vs. Analytical, Applied vs. Fundamental, Quantitative vs. Qualitative, and Conceptual vs. Empirical.
	6
	15

	II
	Research Formulation
Defining and formulating the research problem -Selecting the   problem   -   Necessity   of   defining   the   problem   -

Importance  of  literature  review  in  defining  a  problem.

Literature review: Primary and secondary sources - reviews, treatise, monographs, patents. Web as a source: searching the web. Critical literature review - Identifying gap areas from literature review - Development of working hypothesis
	7
	15

	FIRST INTERNAL EXAM

	III
	Research design and methods
Research  design  -  Basic  Principles-  Need  for  research

design — Features of a good design. Important concepts relating to research design: Observation and Facts, Laws and Theories, Prediction and explanation, Induction, Deduction. Development of Models and research plans: Exploration, Description, Diagnosis, Experimentation and sample designs.
	7
	15

	IV
	Data Collection and analysis:
Execution of the research - Observation and Collection of data - Methods of data collection - Sampling Methods- Data Processing  and  Analysis  strategies  -  Data  Analysis  with

Statistical  Packages  -  Hypothesis-Testing  -Generalization and Interpretation
	6
	15

	SECOND INTERNAL EXAM

	V
	Reporting and thesis writing
Structure and components of scientific reports  -Types of

report  -  Technical  reports  and  thesis  -  Significance  - Different steps in the preparation, Layout, structure and Language of typical reports, Illustrations and tables, Bibliography, referencing and footnotes. Presentation; Oral presentation  - Planning  -  Preparation  -Practice  - Making presentation - Use of audio-visual aids - Importance of effective communication
	6
	20
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	VI
	Application of results of research outcome:
Environmental impacts –Professional ethics – Ethical issues

-ethical committees. Commercialization of the work - Copy right - royalty - Intellectual property rights and patent law -

Trade Related aspects of Intellectual Property Rights - Reproduction of published material - Plagiarism - Citation

and acknowledgement - Reproducibility and accountability.
	6
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6461
	SEMINAR
	0-0-2:2
	2015

	Course Objectives
To train the student in

    data collection

    the presentation and visualization of the collected data

    making oral presentations with the help of presentation tools

    making technical reports

.

	Syllabus
The  topic  of  presentation  can  be  any  recent  and  notable  research  trend  on  the  field  of  signal processing and its applications.

	Methodology

The topic of seminar should be approved by the concerned staff in charge with regards to its relevance and impact.


The content of the presentation should also be approved by the departmental committee of two faculty members headed by the head of the department.

    The seminar presentation should not exceed 30 minutes.

    The student should submit a report not exceeding 25 pages.

    The evaluation of the seminar and the report should be done by the departmental committee.

Course Outcomes

   All students get familiarized with recent trends in signal processing

   The data collection, visualization and presentation skills are enhanced.
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6471
	SIGNAL PROCESSING LABORATORY I
	0-0-2:1
	2015

	Course Objectives
  To verify the concepts, learned in the theory papers, with the help of simulations and or on real time systems.

  to gain the understanding of practical limitations when the theory is mapped onto real time systems.

	List of Excercises/ Experiments
1.Generation of Discrete Stochastic Signals

1.1 Simulate stochastic signals of

Uniform Binomial Gaussian Rayleigh Ricean

probability density functions and test their histograms.

1.2 Compute the statistical averages such as mean, variance, standard deviation etc.

1.3 To compute the autocorrelation matrix for each signals. Compare the autocorrelation of

Gaussian signal with others.

1.4 To observe the spectrum of the signal and relate it with the autocorrelation function.

2..Levinson-Durbin Recursion for the Inversion of Autocorrelation Matrix

2.1 To solve the Yule Walker equation [RXX][a] = [rx], iteratively, to find the filter coefficients a. The coefficient vector a is used to estimate x, from the noisy observation y = x + N, where N is WSS Gaussian.

2.2 To realize this filter in lattice form using iterative solution of Yule-Walker equations.

2.3  To test the above lattice predictor with Gaussian and speech signals.

3.Spectrum Estimation

3.1 Nonparametric Spectral Estimation- Periodogram Method

3.2  Parametric Spectrum estimation - AR, MA and ARMA models.

4.FIR Filters by Window Method

4.1  To realize a practical FIR low pass filter using window method for the given pass band and stop band specifications and to test its frequency response.

4.2 To test the above filter with sinusoidal input and speech signal input.

4.3 To realize the above filter on a DSP target board and to test it in real time. LabVIEW or C

programming may be used to download to the target board.

5.FIR Filters by Remez Exchange Algorithm

5.1  To realize a practical FIR low pass filter, using Remez Ex- change algorithm, for the given pass band and stop band specifications and to test its frequency response.

5.2 To test the above filter with sinusoidal input and speech signal input.

5.3  To realize the above filter on a DSP target board and to test it in real time. LabVIEW or C

programming may be used to download to the target board.
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6.   IIR Filters

6.1 To realize a practical IIR low pass filter Butterworth and Chebyshev filters and to test its frequency reponse.

6.2 To test the above filter with sinusoidal input and speech signal input.

6.3 To realize the above filter on a DSP target board and to test it in real time. LabVIEW or C

programming may be used to download to the target board.

7.   FIR and IIR Filter Structures

7.1 To realize the direct, lattice and the frequency sampling structures of FIR filters in both the simulator and the DSP target board.

7.2 To realize the direct, parallel and cascade structures of IIR filters in both the simulator and the

DSP target board.

8.   μ − 255 Speech Coder and Decoder

8.1 To understand the μ-law companding characteristics

8.2 To realize μ 255 compander for speech signals and to estimate the quantization noise between

the actual signal and the compressed signal.

8.3 To realize the μ 255 decoder for speech signals.

9.   BPSK Transmitter and Receiver

9.1 To generate base band BPSK signals and to plot the signal constellation.

9.2 To understand the effect of AWGN on the signal constellation.

9.3 To realize the BPSK transmitter and receiver and to plot the probabilty of error Vs the signal to noise ratio and to compare it with the theoretical curve.

10. QPSK  Transmitter and Receiver.

10.1            To generate base band QPSK signals and to plot the signal constellation.

10.2            To understand the effect of AWGN on the signal constellation.

10.3
To realize the QPSK transmitter and receiver and to plot the probability of error Vs the signal to noise ratio and to compare it with the theoretical curve

Page 31
SEMESTER 2
	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6412
	SIGNAL COMPRESSION
	3-1-0-4
	2015

	Course Objectives
The objectives of this course are to:

  To understand various   lossless and lossy compression techniques and standards in data compression.

  To find applications in data storage and communication systems.

	Syllabus
Compression Techniques,Rate distortion theory,Quantization,Mathematical Preliminaries for Transforms,Data Compression standards,Audio Compression standards,Image Compression standards,Video Compression Standards.

	Course Outcome
Students should be able to:

  The aim of signal compression is to reduce redundancy in stored or communicated data, thus increasing effective data density

  The Rate Distortion theory , rate distortion function R(D) for binary and guassian source is analysed

  Transform coding

  Standards for Audio video and Image Compression techniques

	References
1.    “Introduction to Data Compression”, Khalid Sayood, Morgan Kaufmann Publishers., Second

Edn.,2005.

2.    “Data Compression: The Complete Reference”, David Salomon, Springer Publications, 4th

Edn.,2006.

3.     “Elements of Information Theory," Thomas M. Cover, Joy A. Thomas, John Wiley & Sons,

Inc.,1991.

4.     “Rate Distortion Theory: A Mathematical Basis for Data Compression”, Toby Berger, Prentice

Hall,Inc., 1971.

5.     “The Transform and Data Compression Handbook”, K.R.Rao, P.C.Yip, CRC Press., 2001.

6.     “Information Theory and Reliable Communication”, R.G.Gallager, John Wiley & Sons,

Inc.,1968.

7.     “Multiresolution Signal Decomposition: Transforms, Subbands and Wavelets”, Ali N. Akansu,

Richard A. Haddad, Academic Press. 1992

8.     “Wavelets and Subband Coding”, Martin Vetterli, Jelena Kovacevic, Prentice Hall Inc., 1995.
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Compression Techniques
Lossless    and    Lossy    Compression    -    Mathematical Preliminaries for Lossless ,Compression -Huffman Coding - Optimality of Huffman codes - Extended Huffman Coding Arithmetic   Coding   Run   Length   Coding,   Dictionary Techniques  LZW  coding  Burrows  Wheeler  Transform, Dynamic Markov Compression..
	9
	15

	II
	Rate distortion theory:

Rate distortion function R(D),   Properties of R(D);, Rate distortion theorem,Calculation of R(D) for the binary source and the Gaussian source Rate distortion theorem, Converse of the Rate distortion theorem
	9
	15

	FIRST INTERNAL EXAM

	III
	Quantization:
Quantization - Uniform & Non-uniform -, Optimality conditions for VQ.optimal and adaptive quantization,vector quantization and structures for VQ,Predictive Coding - Differential Encoding Schemes
	9
	15

	IV
	Mathematical Preliminaries for Transforms,

Karhunen Loeve Transform, Discrete Cosine and Sine Transforms, Discrete Walsh Hadamard Transform, Lapped transforms - Transform coding - Subband coding Wavelet Based Compression - Analysis/Synthesis Schemes
	9
	15

	SECOND INTERNAL EXAM

	V
	Data Compression standards:

Zip and Gzip, Speech Compression Standards: PCM-G.711. ADPCM G.726, SBC G.722, LD-CELP G.728, CS-ACELP (-A) G.729, MPC-MLQ , G.723.1, GSM HR VSELP, IS-

54 VSELP, IS-96 QCELP, Immarsat - B APC, MELP, FS

1015, LPC10, FS1016, CELP, G721.
	9
	20

	VI
	Audio Compression standards:

MPEG, Philips PASC, Sony ATRAC, Dolby AC-3. Image Compression standards: JBIG, GIF, JPEG & JPEG derived industry     standards,     CALIC,     SPIHT,EZW,     JPEG

2000.Video Compression Standards: MPEG, H.261, H.263

& H264.
	10
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6422
	ADAPTIVE SIGNAL
PROCESSING
	3-0-0-3
	2015

	Course Objectives
The objectives of this course are to:


To introduce the basic meaning of adaptation in the engineering sense and to set adaptive signal processing into the general signal processing context.


To think of the overall process of adaptation in geometrical  terms. To introduce the idea of performance or error surface and how it represents the adaptive environment .


To understand two basic methods of searching the performance surface. Understanding the adaptive algorithms

	Syllabus
Adaptive Systems, Theory Of Adaptation with stationary signals, Gradient Estimation and its effects on adaptation, LMS algorithm, Other adaptive algorithms, Application of adaptive signal processing

	Course Outcome
Students should be able to:


Get concept of open loop and closed loop adaptive systems and their applications, and general form of adaptive linear combiner or nonrecursive filter.


Develop a thorough exposition of properties, behavior, means of adaptation, rate of adaptation of a linear combiner and have most of the concepts necessary to the derivation and analysis of practical adaptive algorithms

    Understand LMS algorithm and some other algorithms, which have important advantages.

	References
1.    Adaptive Signal Processing- Widrow and Stearns, Pearson.

2.    Statistical and Adaptive Signal Processing-Monalokis, Ingle and Kogon – Artech House INC

2005.
3.    Adaptive Filtertheory- 4th Edition Simon Haykin –Prentice Hall

4.    Adaptive Filters- A H Sayed- John Wiley.

5.    Adaptive Filtering Primer with MATLAB- A Poularikas, Z M Ramadan,Taylor and Francis

Publications.

6.    Digital Signal and Image processing- Tamal Bose- John Wiley Publication
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Adaptive Systems:

Definition and characteristics, Open loop and closed loop adaptation  Adaptive  Linear  Combiner.  Performance function, Gradient and minimum mean square error, Alternative expression of the gradient.
	7
	15

	II
	Input Correlation matrix:.

Eigen values and Eigen vectors of input correlation matrix. Searching the performance surface: Basic ideas of gradient search, Stability and rate of convergence, Learning curve, Newton’s method, Steepest Descent Method, Comparison.
	7
	15

	FIRST INTERNAL EXAM

	III
	Gradient estimation and its effects on adaptation: gradient component  estimation by derivative measurement, performance penalty Variance of gradient  estimate ,effects on weight vector solution. Excess mean square error and time constants. Misadjustments, total misadjustments and other practical considerations.
	7
	15

	IV
	LMS algorithm
Derivation ,Convergence of weight vector, Learning curve noise vector in weight vector solution Misadjustments, Z transforms in adaptive signal processing.
	7
	15

	SECOND INTERNAL EXAM

	V
	Other adaptive algorithms-

LMS Newton, Sequential Regression Recursive Least Squares,   Adaptive   recursive   filters   Adaptive   Lattice predictor
	7
	20

	VI
	Application of adaptive signal processing:
Adaptive modeling of multipath communication channel Adaptive   modeling   in   geophysical   exploration   Inverse modeling
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02EC 6432
	VLSI ARCHITECTURES FOR DSP
	3-0-0-3
	2015

	Course Objectives
    To introduce the concept of Pipelining and Parallel processing of digital filters


To impart knowledge on fast convolution technique and algorithmic strength reduction in filters

    To obtain the idea about different types of noise affected in digital  filters

	Syllabus
Pipelining and Parallel processing, Unfolding, Folding, Fast Convolution and algorithmic strength reduction in filters, Scalling and round off noise, Bit level arithmetic architectures, Synchronous, wave and asynchronous pipelining.

	Course Outcome
The student,

 Will be able to design Pipelining and Parallel processing architectures.

 Will understand the concept of Scaling and round off noise.

 Will be able to implement digital filters

	References:
1.    VLSI DSP System Design and Implementation – Keshab K Parhi, John Wiley, 2004.

2.     Jan M. Rabaey , A. Chandrakasan , B. Nikolic, “Digital Integrated Circuits- A Design

Perspective”, Pearson education/ Prentice-Hall India Ltd, 2nd ed

	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Pipelining of FIR Filters
Parallel  processing,  Pipelining  for  low  power.  Parallel processing for low power
	5
	15
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	II
	Algorithm for unfolding,properties
Critical path, unfolding and retiming, Applications of

unfolding, Folding transformation, Register minimization techniques, Register minimization in folded architectures
	10
	15

	FIRST INTERNAL EXAM

	III
	Fast convolution and  algorithmic  strength reduction in filters:
Cook- Toom Algorithm- Modified Cook-Toom Algorithm.

Design    of  Fast  Convolution  Algorithm  by  Inspection. Parallel FIR Filters, Pipelining in IIR digital filters

Parallel  processing  for  IIR  filters,  Low  power  IIR  filter design using pipelining and parallel processing.
	10
	15

	‘

IV
	Scaling and round off noise
State  variable  description  of  digital  filters,  Scaling  and round off noise computation, Round off noise in pipelined

IIR  filters,  Round    off    noise  computation  using  state variable description, slow down, retiming and pipelining.
	6
	15

	SECOND INTERNAL EXAM

	V
	Bit level arithmetic architecture
parallel  multipliers  interleaved  floor  plan  and  bit  plane based digital filters, bit serial filter design and implementation, Canonic signed digital arithmetic.
	5
	20

	VI
	Synchronous pipelining and clocking styles
clock skew and clock distribution in bit level pipelined

VLSI designs, Wave pipelining, Asynchronous pipelining
	6
	20

	END SEMESTER EXAM
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Course No.                         Course Name                     L-T-P-Credits      Year of Introduction
02 EC 6442.1                  ARRAY SIGNAL PROCESSING


3-0-0-3                         2015
Course Objectives
To introduce

    the various aspects of array signal processing.

     Concept of Spatial Frequency is introduced along with the Spatial Sampling Theorem.

Various  array  design  methods  and  direction  of  arrival  estimation  techniques  are introduced.

Syllabus
Spatial Signals, Sensor Arrays, Review of Co-ordinate Systems and significance, Spatial Frequency analysis, Direction of Arrival Estimation, Higher order statistics in Signal Processing

Course Outcome
The student will be able to,

    Understand the concepts of array signal processing.
    develop design concepts for various arrays.
    Understand the basic principle of direction of arrival estimation techniques.
References
1. Harry L. Van Trees; Optimum Array Processing; Wiley-Interscience

2. Dan E Dugeon and Don H Johnson; Array Signal Processing: Concepts and Techniques; Prentice

Hall

3. PetreStoica and Randolph L. Moses; Spectral Analysis of Signals; Prentice Hall

4. Sophocles J Orfandis ; Electromagnetic Waves and Antennas.

5.Statistical and Adaptive signal processing- Manalokis, Ingle and Kogon, Artech House INC.,

2005.

6.Array Signal Processing [Connexions Web site].February 8, 2005. Available at:

http://cnx.rice.edu/content/col10255/1.3/
COURSE PLAN
Module                                             Contents                                             Contact
Hours


Sem.Exam
Marks ;%
Spatial Signals:
Signals in space and time. Spatial frequency, Direction
I           vs.  frequency.  Wave  fields.  Far  field  and  Near  field
signals.


6                   15

Sensor Arrays:

II           Spatial   sampling,   Nyquist   criterion.   Sensor   arrays.
Uniform linear arrays, planar and random arrays. Array

transfer (steering) vector.


6                   15
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	Array steering vector for ULA. Broadband arrays
	
	

	FIRST INTERNAL EXAM

	III
	Review of Co-ordinate Systems, Maxwell’s Equation, and Wave Equation. Solution to Wave equation in Cartesian Co-ordinate   system   -Wavenumber   vector,   Slowness vector, Wavenumber
	6
	15

	IV
	Spatial Frequency:
Frequency  Space  Spatial  Sampling-  Spatial  Sampling

Theorem-Nyquist Criteria, Aliasing in Spatial frequency domain, Spatial sampling of multidimensional signals Spatial  Frequency Transform,  Spatial  spectrum.  Spatial Domain Filtering. Beam Forming. Spatially white signal.
	9
	15

	SECOND INTERNAL EXAM

	V
	Direction of Arrival Estimation:
Non parametric methods - Beam forming and Capon methods. Resolution of Beam forming method. Subspace methods - MUSIC, Minimum Norm and ESPRIT techniques. Spatial Smoothing
	8
	20

	VI
	Higher order statistics in Signal Processing:
Moments,  Cumulants  and  poly  spectra,  Higher  order

moments and LTI systems
	7
	20

	END SEMESTER EXAM


Page 36
	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 6442.2
	WAVELET TRANSFORMS: THEORY AND APPLICATIONS
	3-0-0-3
	2015

	Course Objectives
    To study the basics of signal representation and Fourier theory

    To understand Multi Resolution Analysis and Wavelet concepts
    To study the wavelet transform in both continuous and discrete domain
     To understand the design of wavelets using Lifting scheme
    To understand the applications of Wavelet transform

	Syllabus
Continuous Wavelet Transform, Development of CWT from Fourier Transform, , Concept of     Discrete wavelet Transform,   Multi Resolution Analysis, Digital filtering interpretations, Mallat algorithm Filter bank implementation of DWT, Alternative wavelet representations, Biorthogonal Wavelets,   Two dimensional Wavelets, Lifting scheme, Dealing with Signal Boundary, Applications.

	Course Outcome
Students should be able to :


understand, the limitations of Fourier transform in representing non-stationary signals and the ability of Continuous Wavelet Transform (CWT) to represent non stationary signals.

    understand the Multi- Resolution Analysis (MRA) feature of DWT.

    understand the design of wavelets using Lifting scheme
    develop the skill to further explore the advanced topics of new generation wavelet transfroms.

	Text Book
1.Insight into wavelets: From theory to Practice- K P Soman and K I Ramachandran, Prentice Hall of

India

2.Wavelet Transforms: Introduction to theory and applications- R M Rao and A S Bopardikar, Pearson

	References
1.Wavelets and filter banks- G Strang and T Q Nguyen, Wellesley Cambridge Press, 1998.

2.Fundamentals of Wavelets: Thory, Algorithms and Applications- J C Goswamy and A K Chan, Wiley

Interscience publications, John Wiley and sons, 1999

3.Wavelets and Multiwavelets- F Keinert, SIAM, Chapman and Hall/CRC, 2004

4.Ten Lectures on Wavelets- Ingrid Daubechies, SIAM, 1990

5.Wavelet Analysis- The scalable structure of Information- H L Resnikoff, R. O. Wells,Jr., Springer,2004.
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Continuous Wavelet Transform: Continuous time frequency   representation   of   signals,   The   Windowed Fourier Transform. Uncertainty Principle and time frequency tiling, Wavelets, specifications, admissibility conditions. Continuous wavelet transform, CWT as a correlation. CWT as an operator, Inverse CWT.
	7
	15

	II
	Discrete wavelet Transform: Approximations of vectors in

nested linear vector spaces. Example of an MRA, Formal definition of MRA. Construction of general orthonormal MRA. A Wavelet basis for MRA.
	7
	15

	FIRST INTERNAL EXAM

	III
	Digital    filtering    interpretations-    Decomposition    and

Reconstruction filters. Examples of orthogonal basis generating wavelets. Interpreting orthonormal MRA for Discrete time signals. Mallat algorithm Filter bank implementation of DWT.
	7
	15

	IV
	Alternative wavelet representations- Biorthogonal Wavelets:

biorthogonality in vector space, biorthogonal wavelet bases, signal  representation  using  biorthogonal  wavelet  system

advantages of biorthogonal wavelets, biorthogonal analysis

and synthesis, Filter bank implementation, Two dimensional Wavelets,   filter bank implementation of two dimensional wavelet transform.
	7
	15

	SECOND INTERNAL EXAM

	V
	Lifting  scheme:  Wavelet  Transform  using  polyphase matrix   factorization,   Geometrical   foundations   of   the lifting scheme, Dealing with Signal Boundary.
	7
	20

	VI
	Applications: Image Compression: Wavelet Difference Reduction Compression Algorithm, Denoising, speckle removal, Edge detection and object isolation, audio compression.
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 6442.3
	ARTIFICIAL
NEURAL NETWORKS
	3-0-0-3
	2015

	Course Objectives

To obtain the idea when working on pattern recognition and classification, regression and interpolation from sparse observations; control and optimization are expected to find this course useful.


To obtain theories and usage of artificial neural networks (ANN) for problems pertaining to classification (supervised/ unsupervised) and regression.

	Syllabus
Introduction and ANN Structure, Mathematical Foundations and Learning mechanisms, Single layer perceptrons,   Feedforward   ANN,   Radial   Basis   Function   Networks,   Support   Vector   machines, Competitive Learning and Self organizing ANN, Fuzzy Neural Networks

	Course Outcome
The student will be able to,


Understand mathematical foundations and the structures of artificial neurons, which mimics biological neurons in a grossly scaled down version. It offers mathematical basis


Learn about perceptions, discusses its capabilities and limitations as a pattern classifier and later develops concepts of multilayer perceptions with back propagation learning.


Understand about advanced ANNs, radial basis function networks and support vector machines are discussed. Competitive learning and self organizing maps are presented as unsupervised classifiers. Which also includes fuzzy neural networks, used in automated control applications?


Understand the analytical aspects of ANN rather than on applications directly. The elements can apply the concepts to real-life engineering problems.

	References
1.  Simon  Haykin,  "Neural  Networks:  A  comprehensive  foundation",  Second  Edition,  Pearson
Education Asia.

2. Satish Kumar, "Neural Networks: A classroom approach", Tata McGraw Hill, 2004.

3. Robert J. Schalkoff, "Artificial Neural Networks", McGraw-Hill International Editions, 1997
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction and ANN Structure:

Biological  neurons  and  artificial  neurons,    Model  of  an

ANN, Activation functions used in ANNs, Typical classes of network architecture.
	5
	15

	II
	Mathematical Foundations and Learning mechanisms: State-space concepts. Concepts of optimization.   Error- correction  learning.    Memory-based  learning.  Hebbian

learning. Competitive learning
	6
	15

	FIRST INTERNAL EXAM

	III
	Single layer perceptrons.

Structure and learning of perceptrons. Pattern classifier - introduction  and  Bayes'  classifiers.     Perceptron  as  a pattern classifier.  Perceptron convergence. Limitations of a perceptrons
	6
	15

	IV
	Feedforward ANN.
Structures  of  Multi-layer  feedforward  networks.    Back

propagation algorithm.   Back propagation - training and convergence.    Functional approximation with back propagation.    Practical and design issues of back propagation learning.
	7
	15

	SECOND INTERNAL EXAM

	V
	Radial Basis Function Networks.
Pattern  separability  and  interpolation.     Regularization

Theory. Regularization and RBF networks. RBF network design and training. Approximation properties of RBF. Support Vector machines.   Linear separability and optimal hyperplane. Determination of optimal hyperplane. Optimal hyperplane for nonseparable patterns.  Design of an SVM.  Examples of SVM
	10
	20

	VI
	Competitive   Learning   and   Self   organizing   ANN.

General clustering procedures. Learning Vector Quantization  (LVQ).    Competitive  learning  algorithms and   architectures.       Self   organizing   feature   maps. Properties of feature maps. Fuzzy Neural Networks: Neuro-fuzzy  systems.    Background  of  fuzzy  sets  and logic.  Design of fuzzy stems. Design of fuzzy ANNs
	8
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6442.4
	PATTERN RECOGNITION
	3-0-0-3
	2015

	Course Objectives
    Study the fundamental algorithms for pattern recognition

    To instigate the various classification techniques

    To originate the various structural pattern recognition and feature extraction techniques.

	Syllabus
Basics of pattern recognition, Parametric and Non Parametric technique, Unsupervised Methods, Linear discriminant based classifiers and tree classifiers, Regression, Graphical methods, Recent Advances in Pattern Recognition.

	Course Outcome
    Understand and apply various algorithms for pattern recognition

    Realize the clustering concepts and   algorithms

    Bring out structural pattern recognition and feature extraction techniques Program Outcomes

(POs)

    Identify, analyze, formulate, and solve engineering problems

	References
1. Pattern Classification, R.O.Duda, P.E.Hart and D.G.Stork, John Wiley, 2001

2. Pattern Recognition, S.Theodoridis and K.Koutroumbas, 4th Ed., Academic Press, 2009

3. Pattern Recognition and Machine Learning, C.M.Bishop, Springer, 2006
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction to pattern and classification, supervised and unsupervised learning, Clustering vs classification, Bayesian Decision Theory-Minimum error rate classification Classifiers, discriminant functions, decision surfaces -The normal density and discriminant-functions for the Normal density
	7
	15

	II
	Parametric and Non Parametric technique
Parametric  estimation  Technique:-Maximum-Likelihood

(ML) estimation, Bayesian estimation, Non Parametric density estimation:-Parzen-window method, K-Nearest Neighbour method
	7
	15

	FIRST INTERNAL EXAM

	III
	Linear discriminant based classifiers and tree classifiers: Linear discriminant function based classifiers- Perceptron-Minimum Mean Squared Error (MME) method, Support Vector machine, Decision Trees: CART, C4.5, ID3
	7
	15

	IV
	Unsupervised Methods
Component  Analysis  and  Dimension  Reduction:-  The

Curse of Dimensionality ,Principal Component Analysis

,Fisher  Linear  Discriminant  analysis.Clustering:- Basics of  Clustering;  similarity /  dissimilarity  measures; clustering criteria. Different distance functions and similarity measures, K-means algorithm.
	8
	15

	SECOND INTERNAL EXAM

	V
	Regression, Graphical methods
Regression:-    Introduction    to    Linear    models    for

regression,  Polynomial  regression  and  Bayesian regression,  Graphical  Models:-Bayesian  belief  network and Hidden Markov Models.
	6
	20

	VI
	Recent Advances in Pattern Recognition
Recent Advances:- Neural network structures for pattern

recognition -   Self organizing networks - Fuzzy logic - Fuzzy pattern classifiers -Pattern classification using Genetic Algorithms.
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6452.1
	WIRELESS
COMMUNICATION
	3-0-0-3
	2015

	Course Objectives
•
To introduce the concepts and techniques associated with Wireless Cellular Communication systems.

•
To provide the student with an understanding of the effects of fading and the methods to improve the performance the communication system

•     To provide an idea about spread spectrum modulation techniques.
•
To provide the student with an understanding of various multiple access schemes used in wireless communication and their performance

•     To familiarize with state of art standards used in wireless systems

	Syllabus
Cellular Concept – System Design Fundamentals , Propagation and Channel Modeling, Spread Spectrum Techniques, OFDM and Multicarrier Modulation, Multiple Antennas and Space Time Communications, Wireless System Standards

	Course Outcome
At the end of the course, the student will be able to

∙
Understand the basic concepts of cellular system and the methods to improve the capacity and coverage in cellular systems.

∙
Grasp the effects of fading due to multipath propagation and how diversity can be used to improve the performance

∙    Perceive the various multiple access techniques used for wireless communication

∙    Gain insight into OFDM and multicarrier modulation

∙    Understand how MIMO systems can be used to obtain enhanced data throughput
∙    Conceive the various wireless system standards

	Text Book:
    Andreas F. Molisch, “Wireless Communications”, John Wiley and Sons Ltd., 2011.

    T.S. Rappaport, “Wireless Communications Principles and Practice” , Second Edition Pearson

Education, 2009

    Andrea Goldsmith, “Wireless Communications” Cambridge University Press, 2005

	References:
    William C.Y. Lee, “Wireless and Cellular Telecommunications,” Third edition, Mc. Graw

Hill, 2006.

    Wireless Communication and Networking –William Stallings, 2003, PHI
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Cellular Concept – System Design Fundamentals Applications  and  requirements  of  wireless  services  - technical challenges of wireless communications - noise

and interference limited systems Cellular concept - frequency reuse - channel assignment strategies - handoff strategies  -interference  and system capacity  -improving capacity and coverage in cellular systems
	6
	15

	II
	Propagation and Channel Modelling
Small  scale  multipath  propagation,  impulse  response

model, Small-scale multipath measurements, Parameters of   multipath   channels,  Flat   and   frequency  selective fading, Fast fading, Slow fading, Rayleigh and Riccian fading,     Diversity Techniques-Selection diversity improvement-Maximal ratio combining improvement- Practical space diversity considerations-Polarization diversity-Frequency Diversity-Time Diversity, RAKE Receiver.
	8
	15

	FIRST INTERNAL EXAM

	III
	Spread Spectrum Techniques
Spread  spectrum  modulation  techniques-PN  Sequences,

DS-SS,  FH-SS,  Performance  of  DS-SS  and  FH-SS, Spread Spectrum multiple access-frequency hopped multiple access-CDMA-Hybrid spread spectrum techniques-space division multiple access- packet radio.
	6
	15

	IV
	OFDM and Multicarrier Modulation
Principle  of  OFDM,  Implementation  of  Transceivers,

Frequency  Selective  Channels  -  Cyclic  Prefix, Performance in frequency selective channels, Coded OFDM,   Channel   Estimation   -   Pilot   symbol   based methods, Methods based on scattered pilots and Eigen Decompositions, Peak-to-average power ratio, Intercarrier interference, OFDMA, Multicarrier CDMA
	8
	15

	SECOND INTERNAL EXAM
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	V
	Multiple Antennas and Space Time Communications MIMO Systems- Narrowband MIMO model – Transmit Precoding and Receiver Shaping - Parallel Decomposition

of the MIMO Channel - MIMO channel capacity – MIMO diversity gain –Beamforming, data transmission using multiple  carriers-multicarrier  modulation  with overlapping subchannels-mitigation of subcarrier fading, Space time modulation and coding
	8
	20

	VI
	Wireless System Standards
GSM – Global System for Mobile Communications, IS-95

and CDMA 2000, WCDMA/UMTS, Long Term Evolution, WiMAX/IEEE 802.16, Wireless Local Area Networks
	6
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6452.2
	ESTIMATION THEORY
	3-0-0-3
	2015

	Course Objectives

To enable the student to understand the different signal detection and estimation methods used in communication system design.


To understand the applications of the theory of signal detection and estimation in many areas, such as communications, signal processing etc.

	Syllabus
Discrete time signals: properties, various Transforms. Digital filters: IIR and FIR filters- Design,Realization,application.OSP-Introduction,Transforms,Fourier transform Property of lens, Optical Spectrum analysis, SLMs, Optical Numerical processing, Optical Neural networks: Learning, characterization etc

	Course Outcome
The student will be able to,

    understand the basic principles of spectral estimation methods


understand the different signal detection and estimation methods used in communication system design.

    apply this knowledge for designing a baseband system addressing the channel impairments.

	Text Book:
1. S.M. Kay, Fundamentals of Statistical Signal Processing: Detection Theory, Prentice

Hall, 1998

2. S.M. Kay, Fundamentals of Statistical Signal Processing: Estimation Theory, Prentice

Hall, 1993

3 . H.L. Van Trees, Detection, Estimation and Modulation Theory, Part I, Wiley, 1968.

	References
1. H.V. Poor, An Introduction to Signal Detection and Estimation, 2nd edition, Springer,

1994.

2. L.L. Scharf, Statistical Signal Processing, Detection and Estimation Theory, Addison-Wesley,

1990
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Statistical Decision Theory: Bayesian, minimax, and Neyman-Pearson decision rules, likelihood ratio, receiver operating characteristics, composite hypothesis testing, locally optimum tests, detector comparison techniques, asymptotic relative efficiency
	8
	15

	II
	Detection   of   Deterministic   Signals:   Matched   filter

detector and its performance; generalized matched filter; detection of sinusoid with unknown amplitude, phase, frequency and arrival time, linear model
	8
	15

	FIRST INTERNAL EXAM

	III
	Detection   of   Random   Signals:   Estimator-correlator,

linear model, general Gaussian detection, detection of Gaussian random signal with unknown parameters, weak signal detection.
	6
	15

	IV
	Nonparametric Detection: Detection in the absence of

complete statistical description of observations, sign detector, Wilcoxon detector, detectors based on quantized observations, robustness of detectors.
	7
	15

	SECOND INTERNAL EXAM

	V
	Parameter Estimation: Minimum Mean Squared error estimator,  Maximum  a  Posteriori  estimator,  linear estimators, Maximum likelihood parameter estimator, invariance principle;

estimation  efficiency,  Cramer-Rao  lower  bound,  Fisher

information matrix; least squares, weighted least squares, best linear unbiased estimation.
	7
	20

	VI
	Signal  Estimation  in  Discrete-Time:  Linear  Bayesian

estimation,  Weiner  filtering,  dynamical  signal  model, discrete Kalman filtering.
	6
	20

	END SEMESTER EXAM
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Course No.                         Course Name                     L-T-P-Credits      Year of Introduction
02 EC 6452.3          INFORMATION THEORY AND CODING

3-0-0-3                           2015
Course Objectives

To understand the limits to achieving performance when communicating a given information source over given communication channel.

    To gain understanding of coding schemes for improved communication performance
Syllabus
Introduction to Information theory, Channels and Channel Capacity, Source Coding, Channel Coding, cyclic codes, Convolutional codes.

Course Outcome
    Use probabilistic techniques to analyze information exchange

    design good encoders and decoders of  various coding schemes
References
1.John G Proakis. Digital Communications.McGraw Hill,New York, 2001.

2. Ranjan Bose, “Information Theory Coding and Cryptography,” Tata McGraw Hill, New     Delhi,

2010.

3. Thomas M. Cover and Joy A. Thomas, Elements of Information Theory, Wiley India, ISBN

9788126508143

4. Bernard Sklar, Digital Communication Fundamentals and applications, Pearson education, 2006

5.Shu Lin and Daniel. J. Costello Jr, Error Control Coding: Fundamentals and applications, Pearson

India, 2/e.

6.Simon Haykin, “Digital Communications,” John Wiley and sons, 1988.
COURSE PLAN
Module                                             Contents                                             Contact
Hours


Sem.Exam
Marks ;%
Introduction to Information theory-Uncertainty and information – average mutual information, Average self information,    Average    conditional    self    information,

I
Measures   of   information-Information   content   of   a message.    Entropy,    relative    entropy       and    mutual

information.


7                    15
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	II
	Channels    and    Channel    Capacity    Communication

channels, Discrete communication channel-Rate of information transmission over a discrete channel-capacity of a discrete memoryless channel-continuous channel – Shannon –Hartley theorem and its implications. Channel models- channel capacity –BSC ,BEC-symmetric channel

–asymmetric channel and their capacities-Information capacity theorem ,Shannon limit
	5
	15

	FIRST INTERNAL EXAM

	III
	Source Coding-Purpose of coding, Uniquely decipherable

codes ,Shannon’s I and II fundamental theorem- Source coding theorem –Huffman coding – Shannon fano-Elias coding, Arithmetic coding –Lempel-Ziv algorithm-Run length encoding and PCX format-Rate distortion function- optimum quantizer design-JPEG standard for lossless and lossy compression
	7
	15

	IV
	Coding  -Linear  block  codes  and  cyclic  codes-Galois

fields, Vector spaces and matrices, Noisy channel coding theorem, Matrix description of linear blocks codes- Equivalent codes-parity check matrix, Decoding of linear block   codes   ,   error   detection   and   error   correction capability perfect codes, Hamming codes, Low density parity check (LDPC) codes, Optimal linear codes, Maximum distance separable (MDS) codes-Bounds on minimum distance-space time block codes.
	7
	15

	SECOND INTERNAL EXAM

	V
	Coding-cyclic codes- Matrix description of cyclic codes,

syndrome calculation, Error detection and correction quasi cyclic codes and shortened cyclic codes and shortened cyclic codes, Golay codes ,CRC codes, BCH codes, RS codes
	8
	20

	VI
	Channel   Coding   -Convolutional   codes-encoder   -state

diagram-distance properties-maximum likelihood decoding-viterbi  decoding-sequential  decoding interleaved convolutional codes-Turbo coding- coding & decoding -Trellis coding- coding & decoding
	8
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6452.4
	ADVANCED MICROPROCESSOR
	3-0-0-3
	2015

	Course Objectives
    The advanced techniques in designing the advanced Microprocessors

     Give exposure to the cache organization, memory management, multitasking and bus interfacing.

	Syllabus
Introduction to general structure of advanced microprocessors, Instruction Pipeline, Vector processor, Cache Memory, Address translation, Overviews of some popular PC System and Microprocessor Architectures

	Course Outcome
Students should be able to:

    Understand, designing the advanced Microprocessors

    Develop the skill to further explore the advanced topics of microprocessor.

	Text Book:
1.  Computer Architecture a quantitative approach,( International Student Edition) 3rd Edition, J.Hennessy and Patterson, Morgan Kaufmann, 2000

2.  Advanced Microprocessors”, (Computer Engineering Series)Daniel Taback; Mc-Graw Hill

	References
1.   Architecture of high performance computers, Volume-1, RN Ibbett and N P Topham

	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction to general structure of advanced

microprocessors, Discussions on bus architecture

Instruction sets, interrupts, shared data problem, interrupt

latency,    memory    hierarchy,    Pipelining    and    RISC

principles
	7
	15
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	II
	Instruction Pipeline

Design consideration and performance models, Dependency detection and resolution, Branch handling strategies, Static and dynamic pipeline, Scheduling techniques
	7
	15

	FIRST INTERNAL EXAM

	III
	Vector     processor:     Memory     processor     interface,

vectorization techniques, Performance issues, Advanced Pipelined  Processor,  Superpipelined  processor, Superscaled processor: Instruction scheduling, Software pipelining, VLIW.
	7
	15

	IV
	Cache    Memory,    Organization,    Cache    addressing,

Multilevel caches, Virtual Memory Paged, segmented and paged organizations
	7
	15

	SECOND INTERNAL EXAM

	V
	Address translation: Direct page table translation

Inverted  page  table.  Table  look  aside  buffer,  Virtual

memory accessing rules.
	7
	20

	VI
	Overviews     of    some     popular     PC    System    and

Microprocessor  Architectures  PCI System Architecture, PCMCIA System Architecture, Plug and Play System Architecture, Card Bus System Architecture.
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6462
	MINI PROJECT
	0-0-4-2
	2015

	Course Objectives
 To enlighten the student’s skills on developing new ideas and enable them to design simulate and

implement .

 Projects should be socially relevent and research oriented ones.

	Syllabus
The student has to do a mini project in the second semester based on the theoretical and the practical knowledge they acquire through the various subjects in the curriculum. They have to do regular work during semester with weekly coordination meetings of about 1 hour duration with the faculty supervisor and an end-semester demonstration to Project Evaluation Committee. Marks to be decided on the basis of a mid-term and an end-semester presentation following the demonstration of the approved work plan. The topic should be of advanced standard requiring use of knowledge from program core courses and be preferably hardware oriented. Topic will have to be different from the major project. The student have to submit a report based on their work. Each report must contain student's own analysis or design presented in the approved paper.

	Course Outcome
 The student shall be capable of identifying a problem related to the program of study and carry out wholesome research on it leading to findings which will facilitate development of a new/improved product, process for the benefit of the society.
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 6472
	SIGNAL PROCESSING
LABORATORY II
	0-0-2:1
	2015

	Course Objectives
  To verify the concepts, learned in the theory papers, with the help of simulations and or on real time systems.

  to gain the understanding of practical limitations when the theory is mapped onto real time systems.

	List of Excercises/ Experiments
1.   VLSI ARCHITECTURES FOR DSP- lab experiments list

1.1   Implementation of FIR filter

1.2   Implementation of pipelined FIR filter

1.3  Implementation of parallel FIR filter

1.4   Implementation of DCT and IDCT

2.    Simulate the following transform coding using MATLAB/ LabVIEW/Python

2.1   Discrete Cosine Transform

2.2  KL Transform

2.3   Discrete Wavelet Transform

3.    LMS adaptive algorithm.

3.1  Properties of LMS adaptive filter. Design and implementation

3.2  Normalized LMS and CSLMS

4.   Adaptive beamforming - Design and implemention

5.   Adaptive linear combiner - Design and implemention

-Steepest  descent method and Newton’s method

6.    Basic Image Processing Operations

6.1 Read an image , stored as .jpg or .png format using  MATLAB / PYTHON / LabVIEW.

6.2 Separate the R,G,B pixel arrays and appreciate them.

6.3 Observe the three arrays as images on a GUI and observe the differences.

6.4 Add random noise of uniform and guassian noise of different variances to one of the arrays and observe the changes.

7.   Filtering of images

7.1 Load the lena image.

7.2 Perform Laaplace filtering by the 2-D convolution with a 3 x 3 kernel.

7.3 Observe the detection of edges at the output.

7.4 Add Guassian noise of different variances and observe the deterioration of edges.

7.5 Repeat the experiment with uniform random noise.
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8.   Shannon Fano Coder and Decoder

The task is to write Python/MATLAB/LabVIEW functions fortext compression based on

Shannon-Fano coding.

8.1 Realize a Shannon- Fano coder for the text input peter piper (including the white space).

8.2 Realize a decoder to retrieve the text. Compute the entropy of the message, the expected number of bits at the output and the variance of the code.

8.3 Repeat the same procedure for the text input peter piper picked a peck of pickled peppers in the pepper store

9.   Huffman coding

The task is to write functions for text compression based on Huffman coding.

9.1 Realize a Huffman coder for the text input peter piper (including the white space).

9.2 Realize a decoder to retrieve the text. Compute the entropy of the message, the expected number of bits at the output and the variance of the code.

9.3 Repeat the same procedure for the text input peter piper picked a peck of pickled peppers in the pepper store

10. Lempel Ziv Coding

The task is to write functions for dictionary based Lempel-Ziv compression on text messages.

10.1 Realize a Lempel Ziv coder and decoder for the given text input

10.2 Load a long text file and code and decode it . Compute the original text with the decompressed text.
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 7411.1
	OPTICAL SIGNAL
PROCESSING
	3-0-0-3
	2015

	Course Objectives
    To Familiarize the basic theory of light propagation, concept of spatial frequency etc.


To Learn the transform domain approach of different optical components like slit, lens, free space etc.

    To Acquire knowledge about various spectral analysis tools, filters and OSA.

    To Geta overall picture about various photo receivers.

To impart knowledge on fundamental theory and concepts of digital holography and hologram reconstruction techniques.

	Syllabus
Need for OSP, Fundamentals of OSP,Fourier Transforms in Optics, Performance parameters for spectrum analyzers,A Basic Optical System,Spectrum Analysis,Spatial Filtering,Heterodyne systems,Digital holography, Applications of Optical Spatial Filtering

	Course Outcome

The  students  will  be  able  to  understand  basic  concepts  of  light  propagation,  spatial frequency and Spectral analysis.


The students will have the ability to develop optical filters, modulators and detectors for various applications of light processing after the completion of the course.

	

	Text Book:
1.   Anthony VanderLugt, Optical Signal Processing, John Wiley & Sons. 2005.

2.   D. Casasent, Optical data processing-Applications Springer-Verlag, Berlin, 1978

	References:
1.   P.M. Dufffieux, The Fourier Transform and its applications to Optics, John Wiley and sons

1983

2.   J. Horner, Optical Signal Processing Academic Press 1988
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Need for OSP, Fundamentals of OSP, The Fresnel Transform, Convolution and impulse response, Transform of a slit, Fourier Transforms in Optics, Transforms of Aperture  functions,  Inverse  Fourier  Transform. Resolution criteria.
	6
	15

	II
	A Basic Optical System, Imaging Transform conditions. Cascaded systems, scale of Fourier Transform Condition. Maximum information capacity and optimum packing density. Chirp _ Z transform and system Coherence.
	7
	15

	FIRST INTERNAL EXAM

	III
	Spectrum Analysis, Spatial light Modulators, special detector arrays. Performance parameters for spectrum analyzers. Relationship between SNR and Dynamic range. The 2 D spectrum analyzer.
	6
	15

	IV
	Spatial   Filtering,   Linear   Space   Invariant   systems,

Parseval’s theorem, Correlation, input/output Spectral Densities, Matched filtering, Inverse Filtering. Spatial Filters. Interferometers. Spatial filtering systems.Applications of Optical Spatial Filtering, Effects of small displacements.
	8
	15

	SECOND INTERNAL EXAM

	V
	Heterodyne systems. Temporal and spatial interference.

Optimum photo detector size, Optical radio. Direct detection  and  Hetero  dyne  detection.  Heterodyne spectrum Analysis. Spatial and temporal Frequencies. The CW signal and a short pulse. Photo detector geometry and bandwidth. Power spectrum analyzer using a CCD array.
	8
	20

	VI
	Digital      holography:      Hologram      recording      and

reconstruction, holographic/interferometric microscopy, Point spread function of reconstruction of holograms recorded in far diffraction zone, reconstruction by convolution approach.
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-Credits
	Year of Introduction

	02 EC 7411.2
	DIGITAL SIGNAL
PROCESSORS
	3-0-0-3
	2015

	Course Objectives
 To familiarize with the architecture of the various digital signal processors.

 To have an understanding of various processor structures and functional units of different processors.

	Syllabus
DSP’s  and  conventional  Microprocessors,  TMS  320  C55xDSP,  Architecture of  TMS320  C55x Processor, features, TMS 320 C 6x Processor Architecture, Addressing Modes and other features, Interrupts, SHARC DSP Architecture, IOP Registers, ADSP-BF535 Processor Core Architecture, Memory Architecture, Some Practical Applications of Digital Signal Processors

	Course Outcome
 The student will get exposed to the basic features of digital processors and different architectures of processors.

 The student should get an idea about the software development tools used in the digital processors and this course puts light on the implementation of different applications on digital processors

	Text Book:
1. Steven W Smith, “Digital Signal Processing: A Practical guide for Engineers and scientists”,

Newness (Elsevier), 2003

2. RulfChassaing, “Digital Signal Processing and applications with the C6713 and C6416 DSK”,

Wiley- Interscience, 2005

3. Sen M Kuo, Bob H Lee, “ Real time Digital Signal Processing”, John Wiley and Sons, 2001.

4.Charles Greg Osbor, “Embedded Microcontrollers & Processor Design”, Pearson EducationIndia

2012

	References:
1. NaimDahnoun, “Digital Signal Processing Implementation using the TMS320C6000 DSP Platform”, 1st Edition;

2. David J Defatta J, Lucas Joseph G &Hodkiss William S, “Digital Signal Processing: A

System Design Approach”, 1st Edition, John Wiley
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	DSPs and Conventional Microprocessors, Circular Buffering, Architectural features of DSP- Von Neumann, Harvard, Super Harvard architectures, Fixed vs. Floating point  DSP  processors,  Programming  in  C  vs. Programming in assembly, speed benchmarks for DSPs, Multiprocessing for high speed DSP applications.
	6
	15

	II
	TMS 320 C 55 x Digital Signal Processor: Architecture overview, Buses, memory maps, software development tools- C compiler, assembler, linker, Code Composer studio, Addressing modes and instruction set, pipelining and  parallelism  in  TMS  320C  55X,  Mixed  C  and Assembly programming.
	8
	15

	FIRST INTERNAL EXAM

	III
	TMS 320 C 6x: Architecture, Functional Units, Fetch and Execute Packets, Pipelining, Registers, Linear and Circular Addressing Modes, Indirect Addressing, Circular Addressing,TMS320C6x Instruction Set, Types of Instructions, Linear Assembly, Timers, Interrupts, Multichannel Buffered Serial Ports.
	8
	15

	IV
	SHARC Digital Signal Processor: - Architecture - IOP

Registers - Peripherals - Synchronous Serial Port - Interrupts  -Internal/External/Multiprocessor  Memory Space - Multiprocessing - Host Interface - Link Ports
	8
	15

	SECOND INTERNAL EXAM

	V
	ADSP-BF535   Blackfin  Processor-      Processor   Core

Architecture, Computational units  Memory Architecture, Event Handling, , External Bus Interface unit, RTC, Watchdog timer, Timers, Serial ports, Dynamic Power Management, Operating modes and States.
	6
	20

	VI
	Some Practical applications of Digital Signal Processors:

Sine wave generators, Noise generators, DTMF Tone detection, Adaptive echo cancellation, Acoustic echo cancellation.
	6
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7411.3
	FPGA IMPLLEMENTATION OF
DSP ALGORITHMS
	3-0-0-3
	2015

	Course Objectives
    Implement a DSP algorithm on a DSPr/FPGA

    Know some reduced complexity strategies for algorithms mainly on FPGA.

    Know and understand system-level design tools


Understand research topics related to algorithmic modifications and algorithm-architecture matching

	Syllabus
Introduction, Designing With Programmable Logic Devices, VHDL Models For Memories

And Buses, Implementing Applications with FPGAs, Distributed Arithmetic

	Course Outcome
Students should be able to:

    Relate theoretical DSP concepts to practical applications

    Use DSP system development tools effectively

    Design, simulate and implement SP algorithms in software

    Design and implement SP algorithms using DSPs.

	Text Book:
1.   Charles H. Roth. Jr:, Digital Systems Design using VHDL, Thomson Learning, Inc, 9th reprint, 2006

2.   John F.Wakerly, “Digital Design-Principles and Practices”, Fourth Edition, Prentice Hall.

3.   Charles.H.Roth,Jr, “Digital systems design using VHDL”,PWS Publishing Company.

4.   Richard.F.Tinder, “Engineering digital design”, Second edition, Academic Press,2000.

5.   Scott  Hauck and Andre DeHon,  “Reconfigurable Computing:The  Theory and  Practice of

FPGA based Computation”, Morgan Kaufmann Publishers.

	References:
1.   Stephen Brwon&ZvonkoVranesic, Fundamentals of Digital Logic Design with VHDL, Tata

McGrw-Hill, New Delhi, 2nd Ed., 2007

2.   J. Bhasker, VHDL Primer, Pearson Education Asia, 3rd edition

3.    Volnei A Pedroni . Circuit Design with VHDL. MIT Press, 2004 First Correction
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction

VHDL  description  of  combinational  networks,  Modeling flip-flops  using VHDL,  VHDL  models  for a  multiplexer Compilation and simulation of VHDL code, Modeling a sequential   machine.   Variables,   Signals   and   constants, Arrays,   VHDL   operators,   VHDL      Functions   VHDL procedures,  Packages  and  libraries,  VHDL  model  for  a counter.
	7
	15

	II
	Designing With Programmable Logic Devices:

Read-only memories, Programmable logic arrays (PLAs),

Programmable array logic (PLAs), Other sequential programmable logic devices (PLDs) Design of a keypad scanner. Designing With Programmable Gate Arrays And Complex,  Programmable  Logic  Devices:  Xlinx  3000 series FPGAs, Designing with FPGAs, Xlinx 4000 series FPGAs, using a one-hot state assignment Altera complex programmable logic devices (CPLDs), Altera FELX 10K series CPLDs.
	7
	15

	FIRST INTERNAL EXAM

	III
	VHDL Models For Memories And Buses

Static  RAM,  A  simplified  486  bus  model,  Interfacing memory to a microprocessor bus Floating-Point Arithmetic:

Representation  of  floating-point  Numbers  Floating-point

multiplication, Other floating-point operations
	7
	15

	IV
	Field Programmable Gate Arrays – Logic blocks, routing architecture, Design flow, Technology Mapping for FPGAs, Case studies – Xilinx Spartan-3, Virtex-II, Virtex-

4, Virtex-5, Virtex-6 Spartan-6 FPGAs & Sub-families,

ALTERA’s FLEX 10000 FPGAs,
	7
	15

	SECOND INTERNAL EXAM

	V
	Implementing Applications with FPGAs

Strengths and Weaknesses of FPGAs,

Application and computational characteristics and Performance   .General   Implementation   Strategies   for FPGA based Systems - Configure-once, Runtime Reconfiguration Implementing Arithmetic in FPGAs- Fixed-point number Representation and Arithmetic, Floating- point arithmetic Block Floating Point ,Constant Folding    and    Data-oriented    Specialization    Instance-

specific Design
	7
	20
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	VI
	Distributed Arithmetic

CORDIC Architectures for FPGA Computing- CORDIC Algorithm, Architectural Design, FPGA Implementation of CORDIC Processors
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7411.4
	POLYNOMIAL SIGNAL AND
IMAGE PROCESSING
	3-0-0-3
	2015

	Course Objectives
The objectives of this course are to:

    To pave way to polynomial based signal processing

     To learn quadratic and Teager filters for signal and image Processing

	Syllabus
Polynomial signal processing.Quadratic systems and their mathematical model. Implementation and design of quadratic systems. Design of quadratic filter, based on optimization.Teager filters. Applications and design.

	Course Outcome
    Students get familiarized with a different walk of signal processing

    They learn to appreciate the design and implementation of discrete quadratic systems and

Teager filters.

	References:
1.   V John Mathews and Giovanni L Sicuranza. Polynomial Signal Processing. JohnWiley and

Sons Inc.,New York, 2000.

2.   G Ramponi and W Ukowich. Quadratic 2-d filter design by optimization techniques. In Proc.

Int. Conf. Digital Signal Processing, pages 59–63, 1987.

3.   G Ramponi. Bi-impulse response design of isotropicquadratic filters. Proc. of the IEEE,

78(4):665–677, 1990.

4.   Sanjit K. Mitra and Giovanni Sicuranza. Nonlinear Image Processing. Academic Press Series in Communication, Networking and Multimedia, San Diego, 2001.
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Polynomial Signal Processing Linear Vs. nonlinear systems. Types of non-linearity. Volterra series for polyno- mial systems. Frequency Domain representation.
	7
	15

	II
	Quadratic filters. Matrix-vector representation of quadratic systems. Wiener and Hammerstein models.
	7
	15

	FIRST INTERNAL EXAM

	III
	Implementation of quadratic systems. Direct form realization. FFT

based   realization.   Structure   based   on   singular   value

decomposition and on distributed arithmetic.
	7
	15

	IV
	Design of Quadratic Filters Design of quadratic filters using bi- impulse response method. Symmetry and isotropy properties of quadratic kernel.
	7
	15

	SECOND INTERNAL EXAM

	V
	Optimization methods for 2-D quadratic filter Design Constrained and unconstrained methods. Approximate implementations based on LU and singular value decomposition methods.
	7
	15

	VI
	Teager   algorithm   for   localization   of   energy.   One

dimensional and two dimensional Teager filters. Applications in edge detection and enhancement. Least squares design of two dimensional Teager filters
	7
	15

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7421.1
	MULTIDIMENSIONAL SIGNAL
PROCESSING
	3-0-0-3
	2015

	Course Objectives
The course aims at making the student expand her/his knowledge within digital signal processing to multidimensional signals and systems, e.g. analysis and construction of multidimensional filters and spectral analysis of multidimensional signals. The applications in the course mainly deal with two- dimensional signal processing, i.e. image processing.

	Syllabus
Multidimensional  Discrete signals and  Multidimensional  systems,  Discrete  Fourier  analysis  of multidimensional  signals,  Design  and  implementation  of  two  dimensional  FIR  filters, Multidimensional Recursive systems, Design and implementation of two dimensional IIR filters, 2 dimensional Inverse problems.

	Course Outcome
After completion of the course the student will:

    Be able to understand and apply the concept multidimensional signal processing.


Be able to understand and use relevant frequency transformations in various dimensions, e.g. the Z-transform, the Fourier transform.

    Be able to design and use filters according to given specifications in various dimensions.

    Be able to estimate effect spectra according to classical methods.

Have a basic understanding of digital processing of images, and be able to make use of ordinary linear and non-linear filter structures.

	Text Book:
1.   Multidimensional Digital Signal Processing - Dan E Dudgeon and R M Mersereau, Prentice

Hall.

	References:
1.   Digital Signal and Image Processing- Tamal Bose, John Wiley publishers.

2.   Two dimensional signal and Image Processing- J S Lim, Prentice Hall.
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Multidimensional  Discrete  signals  and  Multidimensional systems:      Frequency      domain      characterization      of

multidimensional   signals   and   systems,   sampling   two dimensional  signals,  processing  continuous  signals  with

discrete systems
	7
	15

	II
	Discrete Fourier analysis of multidimensional signals: Discrete Fourier series representation of rectangularly periodic sequences, Multidimensional DFT, definition an properties, Calculation of DFT, Vector radix FFT, Discrete Fourier transforms for general periodically sampled signals, relationship between M dimensional and one dimensional DFTs.
	7
	15

	FIRST INTERNAL EXAM

	III
	Design and implementation of two dimensional FIR filters: Implementation, Design using windows, Optimal FIR filter design-  least  squares  design,  Design  of  cascaded  and parallel 2 D FIR filters, Design and implementation of FIR filters using transformations
	7
	15

	IV
	Finite order difference equations- realizing LSI systems using difference equations, recursive computability, boundary conditions, ordering the computation of output samples, Multidimensional Z Transforms, stability of 2 D recursive system, stability theorems, Two dimensional complex cepstrum
	7
	15

	SECOND INTERNAL EXAM

	V
	Design  and  implementation  of  two  dimensional  IIR filters: classical 2 D IIR filter implementations, Iterative implementation  of  2 D IIR filters,  signal flow graphs- circuit elements and their realizations, state variable realizations, Space domain Design techniques- Shank's method, Descent methods, Iterative prefiltering design method,  Frequency  domain  design  techniques, stabilization techniques
	7
	20

	VI
	Teager   algorithm   for   localization   of   energy.   One

dimensional and two dimensional Teager filters. Applications in edge detection and enhancement. Least squares design of two dimensional Teager filters
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7421.2
	PYTHON FOR SIGNAL AND
IMAGE PROCESSING
	3-0-0-3
	2015

	Course Objectives

To motivate the student to use a better computing tool,Python, for signal and image processing.

    To impart the practical flavour of signal and image processing to students.

	Syllabus
Introduction to Python. Python as tool for scientific computing. Data visualization in two and three dimensions. Signal analysis problems. Working with large data sets. Image processing and biomedical image processing using Python. Basics of VTK programming for data visualization.

	Course Outcome

Students get familiarized with a different computational platform for signal and image processing

    They understand the data visualization using Python

Students familiarize the signal processing, image processing, biomedical and distributed computing modules in Python.

	References:
1.   Al Sweigart. Automate the boring stuff with Python. No Starch Press, San Fransico.

2.    www.python.org.
3.   Xenophon Papademetris and Alark Joshi An Introductiontpo Programming for Medical Image

Analysis with the Visu-alization Tool Kit. Second Edition.

4.    http://code.enthought.com/projects/mayavi/.
5.   http://matplotlib.org/.
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction to Python.Python arrays, strings and lists. Matrices and vectors with Python. Functions and Classes in Python.
	7
	15

	II
	Python   for   scientific   computing   Numpy   and   scipy– detailed usage and examples. Ipython and magic functions. Ipython–parallel for parallel computation. Signal processing function in scipy. FFT computation, FIR and IIR filtering using Python modules.
	7
	15

	FIRST INTERNAL EXAM

	III
	Data visualization using Python. Two dimensional data representation with matplotlib module. Representation of discrete signals. Three dimensional visualization using Mayavi with example programs. Basics of VTK programming.
	7
	15

	IV
	Working  with  CSV  files  using  Python.  The  python modules xlrd, xlwt and openpyxl. Working with binary datasets in hdf5 format. Use of h5py module.
	7
	15

	SECOND INTERNAL EXAM

	V
	Python for image processing. The ndimage, scikit-image and Image modules and their usage. Realization of simple image filters such as Laplacian, Gaussian and Sobel filters of 3 × 3 mask.Simple image compression using singular value decomposition.
	7
	20

	VI
	Python   for   medical   imageprocessing.   Reading   and

processing dicom files using pydicom. Familiarization of Medpy. Reading and processing raw MRI images using Python
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7421.3
	DIGITAL IMAGE PROCESSING
	3-0-0-3
	2015

	Course Objectives
    Cover the fundamental theory of digital image and imaging geometry.

    learn the concepts of transforms, spatial filtering and basic enhancement techniques.

    understand the basics of restoration, segmentation and color image processing.

    study the underlying mechanisms of image compression and compression standards

	Syllabus
Digital Image Fundamentals, Review of image transforms; Intensity Transformation; Filtering in spatial domain, Filtering in frequency domain; Image Restoration, Degradation\restoration model, different methodes of restoretion; Image segmentation, edge detection, thresholding; Colour image processing; Image compression, Lossless and Lossy compressions.

	Course Outcome
Students should be able to :

    understand, analyze  and develop new image processing problems and algorithms.

    develop the skill to further explore the advanced topics of digital image processing.

	Tex Book:
1.   Digital Image Processing- Gonzalez and Woods, Pearson Education, 2002.

2.   Fundamentals of Digital Image Processing- Anil K.Jain, Pearson education, 2003.

	References:
1.   Digital Image Processing- W.K. Pratt, John Wiley, 2004.

2.   Digital Signal and Image Processing- Tamal Bose, John Wiley publishers.

3.   Fundamentals  of  Wavelets:  Theorym  Algorithms  and  Applications-  J.C.  Goswamy  and

A.K.Chan, Wiley- Interscience publications, John Wiley and sons, 1999.

4.   Wavelets and Filter banks- G. Strang and T.Q. Nguyen,Wellesley Cambridge Press, 1998.

5.   Multiresolution Signal Decomposition: Transforms, Subbands, and Wavelets- Ali N. Akansu, Richard A.Haddad, Academic Press, 1992.

6.   Digital  Image  Processing-  S.  Jayaraman,  S.  Essakirajan,  T.  Veerakumar,  McGraw  Hill

Education(India) Pvt. Ltd.
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Digital  Image  Fundamentals:  Image  representation  and image formation model,  sampling and quantization, Basic relationship between pixels. Review of image transforms: DFT, DCT, Haar, DWT
	7
	15

	II
	Intensity Transformation: Image negative, log, power law, piecewise transformations, arithmetic operations, histogram processing. Mechanics of spatial filtering-convolution, correlation. Filtering in spatial domain: smoothing filters, sharpening filters. Filtering in frequency domain: Low pass and high pass filtering, homomorphic filters.
	7
	15

	FIRST INTERNAL EXAM

	III
	Image Restoration:  Degradation\restoration model, spatial and  frequency  properties  of  noise,  Restoration  in  the presence  of  noise-  spatial  filtering.  Estimation  of degradation function. Restoration filter-Inverse, Wiener, constrained least square filtering. Blind image restoration: Iterative blind deconvolution.
	7
	15

	IV
	Image segmentation: Point, line,edge detection- Basic edge detection  method,  Canny  edge  detector,  Gabor  filter  for edge detection, Hough Transform, Active Contour. Thresholding: Intensity thresholding, role of noise, illuminance-reflectance, Basic global thresholding,   Otsu’s thresholding. Region based segmentation-region growing, region splitting and merging, Watershed transformation, - Use of motion in segmentation.
	7
	15

	SECOND INTERNAL EXAM

	V
	Colour image processing: Colour models- RGB, CMY, HIS. Pseudo colour image processing, smoothing and sharpening, Colour edge detection, tone and colour correction.
	7
	20

	VI
	Image compression: Fundamentals, redundancy- coding, interpixel, psychovisual. Lossless compression- variable length, bitplane, lossless predictive. Singular value decomposition, Lossy compression- lossy predictive, Transform coding, JPEG compression with example.
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7421.4
	INFORMATION HIDING AND DATA ENCRYPTION
	3-0-0-3
	2015

	Course Objectives

To lay foundation on different techniques in cryptography related to signal processing applications.


To  impart  knowledge  in the  field  of  information  hiding,  its  different techniques  and applications

    To  study about the concept of hiding in 1D signals, 2D signals and in video signals.

•     To introduce the concept of steganalysis.

	Syllabus
Introduction to Complexity theory, Cryptography, Information Hiding, Applications, Hiding in 1D

signals and 2D signals, Steganalysis, Quality evaluation

	Course Outcome
The student will be able to,

    Apply data hiding techniques in 1D and 2D signals like image and video signals.
     Use steganalysis to extract hidden messages from signals.

	References:
1. Neal Koblitz, A Course in Number Theory and Cryptography, 2nd Edition, Springer

2. Stefan Katzenbeisser, Fabien A. P. Petitcolas, Information Hiding Techniques for Steganography and Digital Watermarking, Artech House Publishers, 2000.

3. Neil F Johnson et al Kluwer, Information hiding: steganography and watermarking attacks and

countermeasures Academic Publishers London.

4. Ingmar J Cox eta al Digital Watermarking, Morgan Kaufman Series, Multimedia information and system.

	Reading:
1. Ira S Moskowits, Proceedings, 4th international workshop, IH 2001, Pitts burg, USA April 2001

Eds:

2. AVISPA package homepage , http:/ www.avispaproject.org/
3. Handbook of Applied Cryptography, AJ Menezes etc al, CRC Press Internal
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	COURSE PLAN

	Module
	Contents
	Contact
Hours
	Sem.Exam
Marks ;%

	I
	Introduction to Complexity theory, Elementary Number theory, Algebraic Structures- Groups, Rings and Finite Fields, Polynomials over Finite Fields (Fq).
	6
	15

	II
	Classical Cryptography, Stream Ciphers, Public Key Cryptography: based on Knapsack problem, AES. Digital Signature, Zero Knowledge Proofs
	6
	15

	FIRST INTERNAL EXAM

	III
	Information Hiding: Watermarking, Steganography. Objectives, difference, requirements, types (Fragile and robust). Parameters and metrics (BER, PSNR, WPSNR, Correlation coefficient, MSE, Bit per pixel). LSB, additive, spread spectrum methods.
	6
	15

	IV
	Applications: Authentication, annotation, tamper detection and Digital rights management. Hiding text and image data, mathematical  formulations,  Adaptive  steganography, Costa’s approach, hiding in noisy channels, Information theoretic approach for capacity evaluation
	9
	15

	SECOND INTERNAL EXAM

	V
	Hiding  in  1D signals:  Time  and  transform techniques- hiding in Audio, biomedical signals, HAS Adaptive techniques. Hiding in 2D signals: Spatial and transform techniques-hiding in images, ROI images, HVS Adaptive techniques. Hiding in video: Temporal and transform domain techniques, Bandwidth requirements.
	8
	20

	VI
	Steganalysis: Statistical Methods, HVS based methods, SVM method, Detection theoretic approach.Quality evaluation:  Benchmarks,  Stirmark,  Certimark, Checkmark, standard graphs for evaluation.
	7
	20

	END SEMESTER EXAM
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7431
	SEMINAR
	0-0-2-2
	2015

	Course Objectives
 The objective of the seminar is to impart training to the students in collecting materials on a specific topic from books, journals and other sources, compressing and organising them in a logical sequence, and presenting the matter effectively both orally and as a technical report.

 The basic thrust is to get acquainted with technical presentation and technical report writing skills.

	Syllabus
The student is expected to present a seminar in one of the current topics in Signal Processing / Communication systems. Submit one page Abstract of the selected topic along with copies of minimum two journal references and get the topic approved by one of the members of staff in charge of the seminar. There shall be a minimum of two journal references of recent time related to the topic. Presentation of topic based on mere website data is not allowed. Each student shall present a seminar in the Third semester on a topic relevant to Advancement in optoelectronics OR it can be any relevant paper related to their Project work.. The topic shall be finally approved by the Seminar Evaluation Committee of the Department. The committee shall evaluate the presentation of students. A seminar report in the prescribed form shall be submitted to the department after the approval from the committee. A student is supposed to meet his/her faculty supervisor and get some guidance about how he/she should prepare the seminar. It is advisable that the students get their presentation slides corrected by their supervisors.

	Course Outcome
 It also gives the students a broad knowledge about some of the research topics by listening to the talks of his fellow scholars.
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7441

	PROJECT  PHASE(1)
	0-0-12-6
	2015

	Course Objectives
 To develop the student’s skills and enable innovation in design, simulation, implementation and fabrication work from the theoretical and practical knowledge acquired from the previous semesters.

 To apply and enhance the knowledge acquired in the related field and to make the students come up with new ideas in their area of interest.

	Syllabus
A project is a task that requires a lot of time and effort. During the Project phase I, the students should choose the area of interest for their project work and collect as many references or literatures as possible related to it and come up with a novel Idea/Problem .There should be a systematic identification and prioritization of problems and it should be addressed through the development of the project. Based on the literature survey, a system/method should be proposed by the student as a solution to the problem identified. One third of the design should be completed during the phase-I.

Every project work will be guided by a faculty member of the institution. Eight hours per week will be allotted in the time table and this time should be utilized by the students to receive the directions from the guide, on library reading, laboratory work, computer analysis or field work as assigned by the guide and also to present in periodical reviews and reports on the progress made in the project. Each report must contain student's own analysis or design presented in the approved format.

Sessional marks will include

(a) Evaluation of the student's progress,

(b) Degree of involvement and participation, (c) Merit of the project

A student will have to defend his/her project design work and credit will be given on the merits of presentation and viva-voce examination.

	Course Outcome
 Appreciate various aspects of the curriculum which support students in increasing their mastery.
 Get an idea and develop confidence in designing, analyzing and executing the project.
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	Course No.
	Course Name
	L-T-P-
	Year of Introduction

	
	
	Credits
	

	02 EC 7412
	PROJECT PHASE II
	0-0-21-12
	2015

	Course Objectives
 To develop the student’s skills and enable innovation in design ,Simulation, Implementation and fabrication work from the theoretical and practical knowledge acquired from the previous semesters

 Apply and enhance the knowledge acquired in the related field, Make the students come up with new ideas in their area of interest.

	Syllabus
The student has to continue the project work done in third semester There would be qualifying exercises/Reviews for the students. At least one technical paper is to be prepared for possible publication in Journals/Conferences. Twenty one hours per week will be allotted in the time table and this time should be utilized by the students to receive the directions from the guide, on library reading, laboratory work, computer analysis or field work as assigned by the guide. At the end of project work, a project report must be submitted. Each report must contain student's own analysis and/or results presented in an approved format.

Sessional marks will include

(a) Evaluation of the student's progress,

(b) Degree of involvement and participation, (c) Merit of the project

A student will have to defend his/her project work and credit will be given on the merits of presentation

and viva-voce examination.

	Course Outcome
 Appreciate various aspects of the curriculum which support students in increasing their mastery,

 Get an idea and develop confidence in designing, analyzing and executing the project

 It helps the student to develop a skill of entrepreneurship
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Course No.�
Course Name�
L-T-P-Credits�
Year of Introduction�
�
02 EC 6451.3�
MULTIRATE SIGNAL PROCESSING�
3-0-0-3�
2015�
�
Course Objectives





   To focus on multirate filters, the essential processing algorithm in multirate systems.


   To make the general concept of multirate signal processing applicable in practice.


   To bridge the existing gap between the multirate filter theory and practice.�
�
Syllabus





Sampling Rate Conversion, Basic Sampling alteration schemes, Time and frequency domain characterization, Filters in Multirate Systems, FIR Decimators and Interpolators, Poly-phase Implementation, IIR Decimators and Interpolators, Poly-phase Implementation, IIR Filters for Sampling Rate Conversion, Sampling Rate Conversion by a Fractional Factor, Lth-Band FIR Digital Filters, Complementary FIR Filter Pairs, analysis and synthesis�
�
Course Outcome





Students should be able to


    understand the application of the poly phase decomposition in constructing efficient FIR and


IIR decimators and interpolators.


    The theory and design of Lth-band filters and particularly to the halfband filters.


    To develop the skill to further explore the advanced topics of multirate digital filter designs.�
�
References





1.    Ljiljana Milic. Multirate filtering for Digital Signal processing- MATLAB applications.


Information Science Ref-erence, Hershey, 2009.


2.    Fliege. Multirate Digital Signal Processing. Wiley, 1994.


3.    P P Vaidyanathan. Multirate systems and filter banks. Prentice Hall, 1993.”�
�
COURSE PLAN�
�
Module�
Contents�
Contact


Hours�
Sem.Exam


Marks ;%�
�












I�
Sampling Rate Conversion Sampling and reconstruction of continuous time signals.,


Basic    Sampling    alteration    schemes:    Time    Domain


Representation of Down Sampling and Up-Sampling. Frequency-Domain Characterization of Down-Sampling and Up-Sampling,   Decimation   and   Interpolation   Identities. Cascading,  Sampling-Rate  Alteration  Devices.  Polyphase Decomposition, Multistage Systems�
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